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Abstract

Deep learning in medical imaging has experienced rapid growth. This work in-
troduces benchmarking practices in the domain of biomedical image classification.
It highlights the importance of assessing the effectiveness of deep learning models
on standardized, high-quality medical databases. This practice, known as bench-
marking, enables researchers to compare various algorithms and architectures, to
identify strengths and limitations, and make informed decisions for specific tasks.
Pre-trained baseline neural networks are utilized as a foundation for benchmarking
and contrasts different training setups, shedding light on factors influencing deep
learning model performance.

The work’s contribution lies in conducting benchmark experiments on four con-
volutional neural networks and one transformer-based architecture for biomedical
image classification. It explores the impact of resolution scaling on performance and
provides access to the methodology for creating higher resolution datasets. Addi-
tionally, it briefly examines common misclassifications made during the experiments.
A summary of key findings, highlighting the improved performance of newer convo-
lutional neural network architectures and confirming the suitability of transformers
for larger sample sizes, concludes this work.

Scripts for dataset creation and experiment replication are publicly available.
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Abstract

Deep Learning in der medizinischen Bildgebung hat ein schnelles Wachstum er-
fahren. In dieser Arbeit werden Benchmarking-Verfahren im Bereich der biomedi-
zinischen Bildklassifizierung vorgestellt. Es wird hervorgehoben, wie wichtig es
ist, die Effektivität von Deep-Learning-Modellen auf standardisierten, hochwerti-
gen medizinischen Datenbanken zu bewerten. Diese als Benchmarking bezeichnete
Praxis ermöglicht es Forschern, verschiedene Algorithmen und Architekturen zu ver-
gleichen, Stärken und Grenzen zu erkennen und fundierte Entscheidungen für bes-
timmte Aufgaben zu treffen. Vortrainierte neuronale Basis-Netzwerke werden als
Grundlage für das Benchmarking verwendet und kontrastieren verschiedene Train-
ingsverfahren, um die Faktoren zu beleuchten, die die Leistung von Deep-Learning-
Modellen beeinflussen.

Der Beitrag dieser Arbeit liegt in der Durchführung von Benchmark-Experimenten
mit vier Convolutional Neural Networks und einem Transformer für die biomedi-
zinische Bildklassifizierung. Sie untersucht die Auswirkungen der Auflösung auf die
Perfomanz und bietet Zugang zur Methodik für die Erstellung von Datensätzen mit
höherer Auflösung. Außerdem wird kurz auf häufige Fehlklassifizierungen während
der Experimente eingegangen. Eine Zusammenfassung der wichtigsten Ergebnisse,
die die verbesserte Leistung neuerer Convolutional Neural Networks hervorhebt und
die Eignung von Transformern für größere Stichprobengrößen bestätigt, schließt
diese Arbeit ab.

Skripte für die Erstellung von Datensätzen und die Replikation von Experimenten
sind öffentlich zugänglich.
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Notation

This section provides a concise reference describing notation as used in the book
by Goodfellow et al. (2016). If you are unfamiliar with any of the corresponding
mathematical concepts, Goodfellow et al. (2016) describe most of these ideas in
chapters 2–4.

Numbers and Arrays

a A scalar (integer or real)

a A vector

A A matrix

A A tensor

In Identity matrix with n rows and n columns

I Identity matrix with dimensionality implied
by context

e(i) Standard basis vector [0, . . . , 0, 1, 0, . . . , 0]
with a 1 at position i

diag(a) A square, diagonal matrix with diagonal en-
tries given by a

a A scalar random variable

a A vector-valued random variable

A A matrix-valued random variable

Sets and Graphs

A A set

R The set of real numbers

{0, 1} The set containing 0 and 1

{0, 1, . . . , n} The set of all integers between 0 and n

[a, b] The real interval including a and b

(a, b] The real interval excluding a but including b

A\B Set subtraction, i.e., the set containing the el-
ements of A that are not in B

G A graph

PaG(xi) The parents of xi in G

x



Indexing

ai Element i of vector a, with indexing starting
at 1

a−i All elements of vector a except for element i

Ai,j Element i, j of matrix A

Ai,: Row i of matrix A

A:,i Column i of matrix A

Ai,j,k Element (i, j, k) of a 3-D tensor A

A:,:,i 2-D slice of a 3-D tensor

ai Element i of the random vector a

Linear Algebra Operations

A⊤ Transpose of matrix A

A+ Moore-Penrose pseudoinverse of A

A⊙B Element-wise (Hadamard) product of A and
B

det(A) Determinant of A

Calculus
dy

dx
Derivative of y with respect to x

∂y

∂x
Partial derivative of y with respect to x

∇xy Gradient of y with respect to x

∇Xy Matrix derivatives of y with respect to X

∇Xy Tensor containing derivatives of y with respect
to X

∂f

∂x
Jacobian matrix J ∈ Rm×n of f : Rn → Rm

∇2
xf(x) or H(f)(x) The Hessian matrix of f at input point x∫

f(x)dx Definite integral over the entire domain of x∫
S
f(x)dx Definite integral with respect to x over the set

S

xi



Probability and Information Theory

a⊥b The random variables a and b are independent

a⊥b | c They are conditionally independent given c

P (a) A probability distribution over a discrete vari-
able

p(a) A probability distribution over a continuous
variable, or over a variable whose type has not
been specified

a ∼ P Random variable a has distribution P

Ex∼P [f(x)] or Ef(x) Expectation of f(x) with respect to P (x)

Var(f(x)) Variance of f(x) under P (x)

Cov(f(x), g(x)) Covariance of f(x) and g(x) under P (x)

H(x) Shannon entropy of the random variable x

DKL(P∥Q) Kullback-Leibler divergence of P and Q

N (x;µ,Σ) Gaussian distribution over x with mean µ and
covariance Σ

Functions

f : A → B The function f with domain A and range B

f ◦ g Composition of the functions f and g

f(x;θ) A function of x parametrized by θ. (Some-
times we write f(x) and omit the argument θ
to lighten notation)

log x Natural logarithm of x

σ(x) Logistic sigmoid,
1

1 + exp(−x)

ζ(x) Softplus, log(1 + exp(x))

||x||p Lp norm of x

||x|| L2 norm of x

x+ Positive part of x, i.e., max(0, x)

1condition is 1 if the condition is true, 0 otherwise

Sometimes we use a function f whose argument is a scalar but apply it to a vector,
matrix, or tensor: f(x), f(X), or f(X). This denotes the application of f to the
array element-wise. For example, if C = σ(X), then Ci,j,k = σ(Xi,j,k) for all valid
values of i, j and k.
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Datasets and Distributions

pdata The data generating distribution

p̂data The empirical distribution defined by the
training set

X A set of training examples

x(i) The i-th example (input) from a dataset

y(i) or y(i) The target associated with x(i) for supervised
learning

X The m× n matrix with input example x(i) in
row Xi,:
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1 INTRODUCTION 1

1 Introduction

In the realm of medicine, the utilization of medical imaging has assumed a principal
role, facilitating non-invasive diagnostic procedures and enables invaluable insights
for treatment planning (European Society of Radiology (ESR); Giardino et al.).
Deep learning moved into the spotlight as a pivotal tool for medical imaging in
response to increased demand for precise and dependable algorithms (Puttagunta
and Ravi; Xiao et al.). However, it becomes important to assess the effectiveness on
a standardized, high-quality medical database, given the rapid development of deep
learning models (Luca et al.). This practice is referred to as benchmarking (Dhar
and Shamir).

To this end, baseline neural networks offer a straightforward and promising starting
point to enable the comparison of diverse algorithms and architectures. Researchers
can identify strengths and limitations through experimentation on common medical
datasets and make judgments regarding the selection of the appropriate model for
a particular task (Wang et al., c).

Moreover, benchmarking with baseline neural networks serves as a foundation for
contrasting different training setups (Klein and Hutter). This, in turn, allows for
analysis and interpretation of the factors that contribute to the performance of deep
learning models in the domain of medical imaging.

1.1 Related Work

The MedMNIST v2 (Yang et al., 2023) framework serves as inspiration for this work.
It is a compilation of publicly available medical imaging datasets and standardized
in a MNIST-like format. Its diversity in terms of scale, covered modalities and
classification tasks makes it a desirable biomedical benchmark. However, the low
resolution of the datasets make it less attractive since medical diagnoses based on
medical imaging rely on identifying small features that are more visible at high
resolution.

For image segmentation in a medical context, the medical segmentation decathlon
(Simpson et al.) provides a similar database for image volumes. Data is collected
from various locations in different settings, but delivered in a standardized format.
The aim of the decathlon is the facilitate development of generalisable 3D semantic
segmentation in a biomedical realm. Reporting on the results focuses on the end-
to-end system that was used to achieve the results (Antonelli et al.).

1.2 Contribution

This work offers a benchmark on four convolutional neural networks and one based
on the transformer architecture in biomedical image classification tasks. Further-
more, it provides insight into how an increase in resolution might affect performance
as the datasets are upscaled versions of another benchmark and two neural network



2 METHODS 2

models are reused for experimentation. To create the database, methodology out-
lined by Yang et al. (2023) is followed to create 2D datasets for binary, multi-class
and multi-label classification. The method used for obtaining the higher resolution
datasets is made publicly available. Lastly, a brief inspection of common misclassi-
fications can be found.

The details of the training and modification scripts can be found in the provided
code repository.

2 Methods

Deep learning is a subfiled of machine learning that automates discovery of patterns
through data via neural networks. Raw input data is processed by layers of inter-
connected nodes to extract hierarchical features with a mathematical foundation
(Goodfellow et al., 2016). This paradigm shift has led to remarkable advancements
in domains like computer vision or natural language processing (LeCun et al., 2015).

2.1 Learning of Neural Networks

In essence, neural networks are chains of functions, i.e., compositions of many func-
tions.

To ease the understanding of this, the computations that are implied by these func-
tion are often represented via a graph called the computational graph. It shows the
flow of information from the input to the output of the composed functions. During
training or inference, the neural network gets an input and calculates output step
by step which can be visualized in such a graph.

To evaluate a neural network its performance can be measured based on how well
it classified the input. By nudging the network’s parameters in the right direction,
its performance will increase.

Parameters are the components of functions that are variable and in the context of
neural networks learnable. Take the linear function y = mx + t for example. The
result y is a function of input x for some slope m and intercept t. In this example,
m and t are parameters, that can be adjusted to influence the input of x.

Learning refers to the adjustment of these parameters to influence all future inputs
of x in a way such that the performance is increased. The amplitude of learning is
controlled by the learning rate. The direction of learning is computable.

Let the linear function be the neural network to be trained and be parameterized by
its slope and intercept: f(x;m, t) = mx+ t. Furthermore, let the goal of the neural
network be to predict data from the matrix

X =

3 0 2 1 4

3 1 2 2 3.5

⊤

.
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Performance of the neural network is measured by the distance of the predicted
point of the neural network to the true pointed given by X. The used function for
this purpose is also known as the squared error and defined by l(ŷ, y) = (y− ŷ)2 for
i ∈ {1, . . . , 5}.

With the training set X = {x(i) | 1 ≤ i ≤ 3} the network can begin its learning
process. Say m and t are initialized to 1 and 0.5 respectively. Then,

f(x
(1)
1 ) = f(3) = 1 × 3 + 0.5 = 3 + 0.5 = 3.5

would be its prediction and its squared error

l(f(x
(1)
1 ), y(i)) = (y(i) − 3.5)2 = (3 − 3.5)2 = (−0.5)2 = 0.25 .

Calculating the derivative of this error with respect to the individual components of
f will yield the direction of learning for the component with the application of the
chain rule:

∂l

∂m
=

∂l

∂f

∂f

∂m

and
∂l

∂t
=

∂l

∂f

∂f

∂t
.

The common partial derivative of those partial derivatives is calculable and serves as
the first step of propagating gradient information backwards through the network:

∂l

∂f
=

∂

∂f
l =

∂

∂f
(3 − f)2 = −2(3 − f)

and since f = 3.5 at this point at the calculation

−2(3 − f) = −2(3 − 3.5) = −2 × (−0.5) = 1 .

Furthermore, the local gradients for m and t are calculated as follows:

∂

∂m
mx + t = x = 3

and
∂

∂t
mx + t = 1

which finally can be used to calculate their gradients with respect to the loss function
of the squared error by

∂l

∂m
=

∂l

∂f

∂f

∂m
= 1 × 3 = 3

and
∂l

∂t
=

∂l

∂f

∂f

∂t
= 1 × 1 = 1 .
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In this case, these gradients represent the level of influence of the parameters on
the loss function. A parameter with a positive gradient increases the loss function’s
value; with a negative gradient the loss function’s value decreases. Since the loss
function represents the level of error of the network with respect to the task of the
network, letting a parameter’s gradient positively influence itself will increase the
error in the future. Hence, multiplying by a negative fraction of its gradient, a
parameter will be nudged in the direction of minimizing the error of the network.

The fraction that determines the optimizing step size is called the learning rate.
Let the learning rate γ ∈ R be γ = 0.1. Then, the parameters are updated by
m̂ = m− γ ∂l

∂m
= 1 − 0.1 ∗ 3 = 1 − 0.3 = 0.7 and t̂ = 1 − 0.1 = 0.9.

A more advanced optimizing process is described in the following.

Let the learnable network be f(X;Θ) with parameters Θ and learning rate γ. The
adaptive moment estimation (Adam) optimizer (Kingma and Ba) is defined such
that at timestep t of a training batch

Θ(t) = Θ(t−1) − γ
M̂ (t)√
V̂ (t) + ϵ

, (1)

where ϵ is a small scalar for numerical stability and typically ϵ = 10−8. This es-
sentially prevents a division by 0. Furthermore M̂ (t) and V̂ (t) are bias-corrected
estimates of the first non-raw and second raw moment respectively. They are de-
fined in terms of their non-corrected moments by

M̂ (t) =
M (t−1)

(1 − βt
M )

and

V̂ (t) =
V (t−1)

(1 − βt
V )

respectively, where β{M ,V } ∈ [0, 1) is the decay rate of either moment estimate M
or V . Typically, βM = 0.9 and βV = 0.999. They are in turn defined by

M (t) = βMM(t−1) + (1 − βM )G(t)

and

V (t) = βV V
(t−1) + (1 − βV )(G(t) ⊙G(t)) ,

where G(t) = ∇Θl
(t)(Θ(t−1)) represents the gradient matrix with respect to the

loss function l at timestep t. Initial first and second moment are set to 0, i.e.,
M (0) = V (0) = 0.
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2.2 Neural Network Functions

Neural networks can be understood as a graph where neurons are nodes in a graph
and their connections are edges. These nodes are functions as they take and input
which is then transformed by the function to an output. Their basic unit of operation
is a tensor, i.e., a multi-dimensional matrix holding elements of a specific data type.
As a consequence the usual operations of matrices can be applied to the elements
of a tensor such as addition, multiplication or transposition. In the following, more
unusual functions operating on that datastructure are presented.

If a function f is defined on scalar, then this is denoted by y = f(x), where y is the
output scalar and x is the input scalar.

In the context of this work however, the most basic input is an image which can
be understood as a two-dimensional array of pixel values. For gray-scale images for
example, the intensity of white can be indicated by an integer between 0 and 255,
referring black or white respectively. Since an image has two dimensions, say width
w and height h, in mathematical notation a gray-scale image can be an element
from the domain of {1, . . . , 256}w×h. Such an element is called a matrix which is a
two-dimensional array of values. In this case, the input image can be thought of as
a matrix of size w × h containing values in the domain of R.

While propagating through the network the input image is transformed by functions
that produce values that are less interpretable than those indicating a gray scale.
That is why it is common to project pixel values into the domain of R, usually in the
range of [0, 1]. Furthermore, the input and output of a function does not have to be
in this range, but can be considered to be in R entirely. Consequently, Y = f(X)
denotes the application of f on the input matrix X with an output matrix Y , both
with a domain of R. Additionally, only square matrices shall be considered, i.e., X
is an element of RdX×dX , where the scalar dX denotes the number of elements in
a dimension of X. This notation is simplified and extended to the output matrix
Y ∈ Rd2Y .

Not all images are gray-scale. Some images have color which are usually con-
structed through the combination of the color channels red, green and blue. The
two-dimensional matrix can be extended by another dimension resulting in a three-
dimensional array of values. For an image with the red, green and blue color channels
it can be said that such an image is an element from the domain of {1, . . . , 256}3×w×h.
Elements with at least three dimensions are called tensors. Therefore, color images
can be considered tensors. To generalize, the input and output matrices used for
definitions are extended with their own channels. Y = f(X) denotes the resulting
cout×d2Y output tensor Y obtained by applying f on input tensor X ∈ Rcin×d2X . This
means that X and Y are arrays of cin and cout matrices respectively; one matrix for
each of the cin or cout channels. Say the matrix X is in the seventh channel of input
tensor X, then slicing X at the seventh channel yields that matrix X = X7,:,:.

To train neural networks, it is typical to feed it the input in collections with a
fixed size. One such collection is called a batch and it can be thought of as a four-
dimensional tensor. Hence, B ∈ RdB×cin×d2X is considered the batch of input tensor
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with a batch size of dB. The application of f obtains the dC × cout × d2Y batched
output tensor C = f(B).

Unless explicitly stated, if a function f is defined for for a vector, matrix, or tensor,
then f is applied across the first dimension of the array until the dimensions fit to
the definition of f . For example, if Y = softmax(X), then Yi,j,: = softmax(Xi,j,:) for
all valid values of i and j.

2.2.1

2.2.2 Convolution

The direct mapping of every pixel to an artifical neuron was used early when trying
to build artificial neural networks. Layers of these neuron represented linear trans-
formation with an additional non-linear component. By scaling up the amount of
neuron layers used, both in depth and width, fairly promising results were produced
for small-resolution classification of hand-written numbers.

However, when classifying images with the potential of depicting more than one of
ten classes, these methods were lacking since parameter count increases rapidly in
these fully connected networks. Neurophysiological studies in the middle of the 20th
century (Hubel and Wiesel, a,b) discovered different cell types that either responded
to stimulus in a specific region of the visual field or regardless of its position. Areas
of the visual field that activate these cells is called the receptive field. The potential
of the apparently inherent and promising property of shift-invariance of the latter
cell type inspired work (Fukushima, b; Zhang et al.; Hinton et al., a; LeCun et al.,
b) to achieve the recognition of such complex features by the composition of simpler
and local features.

Convolutions are employed to extract high-level features that with increasing depth
of the network are transformed to even higher-level features. These then form the
basis for a the classical fully-connected ”sub-network” classifying the image. Addi-
tionally, convolutions are translation equivariant which means that shifting the input
results in a shifted output. This does not necessarily mean that the architecture em-
ploying them are shift-invariant and requires careful designing (Zhang). However,
this is in contrast to traditional fully-connected networks that merely ”memorize”
the pixels of images and do not extract any kind of features.

The receptive field size is referred to as the kernel size. Kernels are the filters that
are shifted over images to recognize features. The amount of shift during processing
is called the stride. Additionally, the image can be padded.

The receptive field in the context of convolutions is visualized in Figure 1.

If n, s, p ∈ N are the kernel size, stride and padding, the cross-correlation Y = K∗X
is defined to be such that

Yi,j =
∑
k,l

Kk,jX̂(i−1)s+k,(l−1)s+j , (2)
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Figure 1: The receptive field for the purple result of multiple convolutions is shown
in blue.

where K is a n2 kernel matrix and X̂ is the (dX + 2p)2 0-padded input matrix such
that

X̂i,j =

{
0 i ≤ p or j ≤ p or i > dX + p or j > dX + p

Xi,j otherwise
. (3)

This process is visualized in Figure 2.

Figure 2: A cross correlation. The input matrix on the left is multiplied with the
kernel in the middle to produce an element in the output matrix on the right. The
input matrix is padded with a value of 1. With a stride of two, in two steps, the top
right element will be computed via a multiplication of the field indicated by the 3
× 3 matrix in the top right corner of the input matrix and the kernel.

This operation is the basis of a convolution Y = conv(X). It is defined to be such
that

Yi,:,: =
∑
j

Ki,j,:,: ∗ Xj,:,: , (4)

where K is a cout × cin × n2 tensor of n2 kernel matrices, i.e., cin kernel matrices for
each of the cout output channels.

The learnable parameters is the set of filter represented here by 2D-slices of K along
the first and second dimension. For each input channel there is one kernel filter.
The result of these cross-correlations are then summed up to represent one feature.
Hence, the number of output channels is also referrend to as the number of feature
maps.



2 METHODS 8

However, this kind of convolution suffers from hight cost. With a constraint on our
feature map size a more performant variant of convolution can be employed.

For cout = cin, depthwise convolution (Howard et al.) Y = dconv(X) is defined such
that

Y:,:,i = K̂i,:,: ∗ X:,:,i , (5)

where K̂ is a cout×n2 tensor of n2 kernel matrices, i.e., an array of n2 kernel matrices
with cout elements.

For depthwise convolutions, each input channel uses its own set of filters. This way,
the kernel tensor can be reduced by one dimension: K̂ is three-dimensional whereas
K is four-dimensional. In any case, convolutions try to capture pattern correlations.

2.2.3 Pooling

Convolutions primarily increase the tensor’s channel size during its forward flow in
the neural network. As already mentioned, these operations are also expensive and
are applied channel-wise. To reduce the amount of strides across the transformed
tensor matrices, pooling is employed to reduce its resolution.

With the same antecedent as convolutions, defined in chapter 2.2.2, the max pool
(Yamaguchi et al.; Graham) Y = maxp(X) is defined to be such that

Yi,j,k = max({X̂i,(j−1)s+l,(k−1)s+m | l ≤ n and m ≤ n}) , (6)

where X̂ is again the padded tensor defined in equation 3. Despite pooling also using
the kernel size n as a variable controlling the behavior of the operation, the type of
the kernel differs from convolutions. Kernels in convolutions are learnable matrices
that are used for multiplication, whereas the kernel of pooling operations only refers
to the area over which the type of pooling is applied.

Furthermore, the average pool Y = avgp(X) is defined to be such that

Yi,j,k =
1

n2

k∑
i=1

k∑
j=1

Xi,(j−1)s+l,(k−1)s+m . (7)

Finally, an adaptive version of these functions will use a stride, kernel size and
padding defined by

s =
dX
dY

, n = dX − s(dY − 1) and p = 0 .
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2.2.4 Activation

Traditional fully-connected networks used linear transformation to indicate the readi-
ness of a neuron. Non-linear transformations then allowed for non-linear relation-
ships to be encoded in the neural network. One of the oldest activation functions is
the (logistic) sigmoid function σ (Verhulst, b,c,a; Han and Moraga).

Although already used in 1969, the rectified linear unit (ReLU) function (Fukushima,
a) y = ReLU(x) gained popularity only around 2010 (Nair and Hinton) because of
it allowed for deeper networks. It is defined by

ReLU(x) = x+ = max(0, x) . (8)

Essentially, the input is zeroed out when non-positive.

With probabilistic theoretical backing, Hendrycks and Gimpel propose scaling the
input according to its magnitude compared to other inputs. The sigmoid linear unit
(SiLU) function y = SiLU(x) is defined by

SiLU(x) = xσ(x) . (9)

Here, the input is scaled according to the cumulative distribution function (CDF)
of the logistic distribution σ(x). It can be seen as an approximation of the CDF of
a normal distribution which is used as the scaling factor for the more performant
proposed linear unit.

The Gaussian Error Linear Unit (GELU) function y = GELU(x) is defined by

GELU(x) = xΦ(x) , (10)

where Φ(x) = p(x ≤ x) and x ∼ N (0, 1).

These activation functions are visualized in figure 3.

4 2 0 2 4

0

1

2

3

4

5 Sigmoid
ReLU
SiLU
GeLU

Figure 3: Different activation functions.
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For multidimensional scalars a different approach is taken. If x is an input vector,
the softmax (Boltzmann; Luce; Bridle, a,b) y = softmax(x) is defined such that

softmax(xi) =
exp(xi)∑
j exp(xj)

. (11)

By exponentiating the values of the input vector, negative values will become pos-
itive values. The sum of all inputs is used to normalize the scalars contained in
x. Output y can then be interpreted as probabilities, since its scalars will add up
to 1. This activation function is oftentimes used to normalize the final output of a
network in the context of binary- and multi-class classification tasks.

2.2.5 Attention

Data in natural language processing is sequence-based. For machine translation, the
direct translation of source word into the target language would result in lacking
results. Next to grammar, there is also the meaning of words that change based on
the context. By application of a compatibility function to embedded input and other
elements of the input sequence an attention score can be calculated. This results
in a weighing of each element in the sequence based on its relationship to other
elements in the sequence. Finally, the combination of this relationship information
with another version of the embedded input yields a context-aware representation
of the input.

If Q is a query matrix and K is a key matrix, both of dimension d, and V is
a value matrix, attention (Vaswani et al.), or scaled dot-product attention, Y =
att(Q,K,V ) is defined by

att(Q,K,V ) = softmax(
QK⊤
√
d

)V . (12)

Here, the compatibility function is simple matrix-multiplication between query and
keys. The square-roots purpose is normalization of the attention score.

The transformer architecture (Vaswani et al.) was the first full self-attention ar-
chitecture at scale. To introduce different representation subspaces, the notion of
attention heads was introduced to allow for parallel computation.

Multi-headed attention (Vaswani et al.) Y = mha(Q,K,V ) is defined by

mha(Q,K,V ) =

Hi,:,:

...

 Ŵ (13)

where H is an array of head matrices H such that Hi,:,: = att(QW
(i)
Q ,KW

(i)
K ,V W

(i)
V ),

W
(i)
M is the i-th weight matrix for projecting M ∈ {Q,K,V } and Ŵ is the final

weight matrix.



2 METHODS 11

Figure 4: The attention mechanism. It is also known as scaled dot-product attention.
Illustration taken from Vaswani et al.

Figure 5: Multi-headed attention drives the transformer architecture. Illustration
taken from Vaswani et al.

Linear projections create individual embeddings for each head. A final multiplication
with another learnable weight matrix relates all subspace to produce an output with
the same shape as the input.

2.2.6 Normalization

Choosing the right hyperparameters for the successful convergence of models cannot
be guided by direct calculation. Aspects like weight initialization and regulariza-
tions factor into the decision. The introduction of normalization of tensors flowing
through the network during training helps with the model’s convergence speed and
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performance by avoiding distribution shift of the information flowing through the
network (Ioffe and Szegedy). There are different types of normalization.

In general, the normalization C = norm(B) is defined such that

Ci,j,k,l = γjB̂i,j,k,l + βj , (14)

where γ,β ∈ Rcin . These trainable vectors transform the shifted input batch to
make up for possible lost representation potential. The shifted element of the input
batch B̂i,j,k,l is defined by

B̂i,j,k,l =
1√

Var(Bi,j,k,l)
(Bi,j,k,l − E(Bi,j,k,l)) ,

with Var(Bi,j,k,l) and E(Bi,j,k,l) being the expectation and variance of Bi,j,k,l. They
are defined by

E(Bi,j,k,l) =
1

|Si,j,k,l|
∑

(m,n,o,p)∈Si,j,k,l

Bm,n,o,p

and

Var(Bi,j,k,l) =
1

|Si,j,k,l|
∑

(m,n,o,p)∈Si,j,k,l

(Bm,n,o,p − E(Bi,j,k,l))
2 + ϵ .

S are the dB × cin × dX × dX coordinate tensor holding sets of indeces for which
expectation and variance are computed. | · | is the cardinality of a set, i.e., it denotes
the function returning the number of elements that are contained in a set. ϵ ∈ R is
a small constant for numerical stability.

Each type of normalization applies equation 14 with different sets contained in tensor
S. They are visualized by figure 6.

Figure 6: Wu and He illustrate the differences in calculating the expectation and
variance for the different normalization methods.

For batch normalization (Ioffe and Szegedy), which introduced this mechanism, S
is defined to be such that

Si,j,k,l = {(m, j, n, o) | Bm,j,n,o} . (15)
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This means a single feature map is normalized across the entire batch. Layer nor-
malization (Ba et al.) does the opposite: One sample of the batch is fixed and
expecation aswell as variance is calculated across all feature maps. Hence, S is
defined to be such that

Si,j,k,l = {(i,m, n, o) | Bi,m,n,o} . (16)

Group normalization (Wu and He) was introduced under the assumption that dis-
tributions in groups of channels differ enough such that dividing them into groups
increases representational ability. If g ∈ N is the number of groups, S is defined to
be such that

Si,j,k,l = {(i,m, n, o) | Bi,m,n,o and ⌊ o

c/g
⌋ = ⌊ l

c/g
⌋} (17)

where ⌊·⌋ is the floor operation. It can clearly be seen that if g = 1, group normal-
ization is identical to layer normalization.

2.2.7 Linear

The linear transformation Y = lin(X) is defined by

lin(X) = XA⊤ + b , (18)

where A is a cout × cin weight matrix and b an array of cout elements. This trans-
formation was the basic building block of early neural networks. It is the classical
linear function extended to higher dimensions. Furthermore, in the context of neural
networks, the variable components A and b are learnable.

2.2.8 Regularization

Overfitting occurs when a complex enough network is able to model the training
data very well but fails to generalize to perform well on unseen test data. To
counteract this in training, elements of the input can be randomly dropped, i.e.,
zeroed out. This prevents the learning of too complex relationships between the
network’s components and forces them to generalize.

If p ∈ [0, 1] is the dropout probability, the dropout (Hinton et al., b) y = dropout(x)
is defined by

dropout(x) = xr
1

1 − p
, (19)

where r is sampled from a Bernoulli distribution with

P (r = 0) = p
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and
P (r = 1) = 1 − p .

An extension of this is stochastic depth. Instead of randomly dropping individual
elements of a tensor, entire samples of a batch are ignored.

Thus, the stochastic depth (Huang et al., b) C = sdepth(B) is defined by

sdepth(B) = Bdropout(N) (20)

where N is a dB × 13 noise tensor.

For residual neural networks that have skip connections, this can be understood
as training an ensemble of networks with varying depth. By linearly increasing the
dropout probability of sdepth from a lower bound to an upper bound with increasing
depth, there is an increasing chance that only the skip connection is used. This is
illustrated in Figure 7. Learning of the network component is omitted in that
instance.

Figure 7: Huang et al. (b) illustrate the drop in survival rate for the generation of
the noise tensor. Illustration modified.

2.2.9 Loss

As training is based on gradients that are calculated with respect to the performance
of the model, one must be able to differentiate the performance function. Loss
functions are such differentiable functions that indicate the error of the network.

If n ∈ N is the number of classes, x ∈ Rn is an input vector and c ∈ {1, . . . , n} is a
class index, the cross entropy loss y = ce(x, c) is defined by

ce(x, c) = − log
exp(xc)∑
i exp(xi)

. (21)

The input of the negative natural logarithm is recognizable as the softmax cal-
culation of one vector element. Consequently, the model’s notion of certainty in
predicting the target class is calculated with a result between 0 and 1. Applying the
negative natural logarithm of this certainty score will result in loss converging zero
the closer its prediction was to 1, while growing towards infinity the closer it was
to 0. Certain and correct classifications are rewarded with low error and uncertain
and wrong predictions are punished with high error.
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However, cross entropy loss is only applicable in classification tasks where only one
class is the target class. In the setting of multi-label classification, multiple target
classes are possible. Binary cross entropy loss can be an indicator for the error rate
of a model.

If v ∈ {0, 1}n is a target vector, the binary cross entropy loss y = bce(x,v) is defined
such that

bce(x,v) =
1

n

∑
i

−(vi log xi + (1 − vi) log(1 − xi)) . (22)

This loss function must be used in conjunction with some activation function on x
such that the values are within [0, 1]. Otherwise, the loss function will be undefined
due to the application of the natural logarithm on a value below 0.

For each class, the confidence score of a class is again mapped to the same bounds
with the same convergence properties as cross entropy loss. In the end, the loss is
averaged across all classes.

To simplify, fix some i. Then, the term inside the sum can be simplified to one of
two expressions.

If vi = 0, then the loss for the i-th class is − log(1 − xi). A high confidence score xi

will result in a low natural logarithm since it subtracts from 1. Below 1, the natural
logarithm takes on negative values. Finally, the sign is flipped by multiplication
with −1. In this case, a low value of xi is rewarded with a loss close to 0; a high
value is penalized with a loss growing towards infinity.

Analogously, if the target class is to be classified by the model, i.e., vi = 1, then
the term inside the sum is simplified to − log xi. It should be clear that the same
properties hold with switched conditions on xi.

2.2.10 Performance measures

Next to indicating the performance of a classification model via a loss function, non-
differentiable approaches can be taken. For the evaluation of classification models,
two measures are considered in this work: the area under the receiver operating
characteristic (AUC) and accuracy (ACC).

Both measures are based on the outcomes of the confusion matrix which contrasts
the hypothesized classes of the model with the true classes of the samples processed
by the model. True classes are either positive (P) or negative (N). In the most basic
case of binary classification, the model hypothesizes about the presence or absence
of a class. If the hypothesized presence is correct, one speaks of a true positive (TP);
is the hypothesized absence correct, one speaks of a true negative (TN). Similarly,
if the hypothesized presence is incorrect, one speaks of a false positive (FP). Again
analogously, the wrongly hypothesized absence is a case of a false negative (FN).

From these primitives, a range of derivative measures can be calculated. The ACC
is the percentage of cases where the hypothesis matches the target:
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ACC =
TP + TN

P + N
.

Relating TPs to Ps yield the true positive rate (TPR):

TPR =
TP

P
.

The false positive rate (FPR) is defined analogously along the true class’ dimension:

FPR =
FP

N
.

However, the output of neural networks for classification not directly be mapped to
the domain of a confusion matrix. Usually, confidence scores, not necessarily lying
in [0, 1], do not make a final decision about what class or classes to finally predict.

This changes with the introduction of a decision threshold. Values under the thresh-
old are interpreted as a negative prediction; values above the threshold as a positive
one. Varying the threshold yields multiple confusion matrices. Additionally, the
tasks of multi-class and multi-label classification imply the existance of confusion
matrices with increased dimension size.

For ACC, a threshold of 0.5 is typically chosen and computed directly. To arrive at
the AUC measure, the TPR is plotted against the FPR at different threshold values
to yield the receiver operating characteristic. Reading the plot from either axis gives
information about the performance of the model at a specific operating threshold.
A higher sensitivity of detecting a true positive comes at the cost of also increase
probability of predicting a false alarm. However, to get a general understanding of
the models performance, the area under the characteristic’s curve is taken resulting
in the AUC measure.

The advantage of the AUC over the ACC measure is its insensitivity to class-
imbalance. That is also the reason why the medical research community relies
on it (Hanley and McNeil; Zweig and Campbell; Obuchowski; Pepe).

2.3 Neural Network Architectures

Neural network architectures often consist of multiple layers. Layers are a collection
of functions. An architecture of a neural network describes the general skeleton of
function compositions. A variant of such architecture, called a model, is explicit
about the functions used.

Most of the models that are evaluated in the experiment are based on the convolu-
tion operation conv, defined by equation 4. These models are called convolutional
neural networks (CNNs) (Li et al.). The models chosen from this family of neural
networks are ResNet-18, ResNet-50 (He et al., b), DenseNet-121 (Huang et al., a)
and EfficientNetV2-S (Tan and Le, b). The exception to this is a model based on
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attention att, defined by equation 12, which found first success in natural language
processing (NLP) (Zhou et al.). Vision transformer ViT-B/16 (Dosovitskiy et al.)
is the chosen model based on this mechanic.

Table 1: Overview of the chosen models for the experiment. Top 1 and top 5
accuracies (ACCs) are reported for the ImageNet-1K dataset.

Model ACC@1 ACC@5 Params GFLOPS

ResNet-18 0.698 0.891 11.690M 1.81

ResNet-50 0.809 0.954 25.557M 4.09

DenseNet-121 0.744 0.920 7.979M 2.83

EfficientNetV2-S 0.842 0.969 21.458M 8.37

ViT-B/16 0.811 0.953 86.578M 17.56

Implementation of the models are gathered from TorchVision (maintainers and con-
tributors), part of the PyTorch (Paszke et al.) project. They are instantiated with
pre-trained weights obtained by training on the ImageNet-1K (Russakovsky et al.)
dataset. ImageNet is a database based on the lexical database WordNet (Miller
et al.; Miller) which groups words into distinct sets of concepts. Additionally, nouns
and verbs are ordered hierarchically. For each node of the noun hierarchy, ImageNet
provides up to thousands of images. ImageNet-1K is a subset of ImageNet narrowed
down to 1000 nodes of the hierarchy.

After instantiation, models are ”tuned” such that the component leading to the
original output of 1000 classes is adjusted to the number of classes required by the
dataset. For the models chosen in this experiment, this means adjusting the output
size of a linear transformation lin, defined by equation 18.

All chosen CNNs use convolution with stride 2, i.e., a conv defined by equation 4 with
s = 2 and p = 0, to increase channel size. Batch normalization, defined by equation
15, is applied to this lower-resolution output before being activated by a linear unit.
The following function applications are architecture specific and presented in the
following. Adaptive average pooling, defined by equation 7, is applied to the 7 ×
7 output of those layers before the tuned linear transformation classifies the image.
These general sequences of operations that these CNNs have in common are shown
in Table 2.

2.3.1 ResNets

The problem of vanishing gradients (Bengio et al.; Hochreiter et al.) occurs when
functions are applied to input increasingly often. It has first been identified by
Hochreiter. The parameters of a neural network are optimized during training by
calculating gradients of the loss with respect to the parameters of the network.
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Table 2: Prelude and final operations of each CNN.

ResNet-18 ResNet-50 DenseNet-121 EfficientNetV2-S

conv1 conv2

Batch normalization

ReLU
SiLU (eq. 9)

maxp

Architecture specific

adaptive avgp

lin

With each layer the gradient of a new function composition has to be calculated
which requires applying the chain rule. Calculating the gradient of one function
requires the gradient of all deeper functions. If any gradient or enough gradients
of these deeper functions are too small, then multiplying with them results in a
gradient approaching 0 and therefore vanishing. This prevents the neural network
from learning. Furthermore, if enough gradients in the depths of the network are
too big, then multiplying with them results in a gradient pointing towards infinity.
This is the exploding gradient problem and makes learning unstable.

On the other hand, it has been shown, that deeper machine learning models, i.e.,
models with increasingly many function applications, perform better (Simonyan
and Zisserman; Szegedy et al.). To tackle this problem, ideas for the initialization of
models (LeCun et al., a; Glorot and Bengio; Saxe et al.; Sutskever et al.) and their
components were developed (He et al., a; Ioffe and Szegedy). On an architectural
level, shortcut connections were used only during training (Lee et al.; Szegedy et al.)
but also kept during inference (Srivastava et al., b,a). Although the latter ”highway
network” yielded promising results in overcoming the gradient problem they also
introduced additional parameters to be trained.

He et al. (b) introduce residual nets (ResNets) that mostly make use of identity
feed-forward connections from the input of a convolution stack to their output.
This does not elevate the amount of parameters and allows the network to be scaled
in depth without being punished by vanishing gradients as hard as before. Input
is transformed by the mentioned early layers and activated by a ReLU, defined
by equation 8, before max pooling maxp, defined by equation 6, is applied. The
building block making up most of architecture’s layers depends on the amount of
layers used.

Below 50 layers, the basic building block is a sequential application of a 3 by 3
convolution, and batch normalization, defined by equation 15, separated by a ReLU
activation. To this output the initial input is directly added before a final ReLU
activation finishes the basic building block. This identity mapping is what separates
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ResNets from previous architectures. At the beginning of every convolutional layer a
projection via a 1×1 convolution with a stride of 2 followed by batch normalization is
applied instead of identity mapping. The exception to this is the first convolutional
layer as its input has already been reduced by convolution common to all model
architectures used for this experiment. This results in a shortcut connection after
every other convolution.

For architecture variations with at least 50 layers, this basic building block is en-
hanced by a ”bottleneck design” (He et al., b). One 3 × 3 convolution is surrounded
by two 1 × 1 convolution, before the identity or projection of the original input is
added. This results in a shortcut connection after every three convolutions.

Table 3: Architecture of the ResNets used for the experiments.

ResNet-18

Output
Block

Channels
√

Resolution

64 64 Basic × 2

128 28 Basic × 2

256 14 Basic × 2

512 7 Basic × 2

ResNet-50

Output
Block

Channels
√

Resolution

256 64 Bottleneck × 3

512 28 Bottleneck × 4

1024 14 Bottleneck × 6

2048 7 Bottleneck × 3

Layering of the chosen models ResNet-18 and ResNet-50 can be seen in Table 3.
From this the input size of the linear classifier can be determined and it is noted
that the 50-layer variant has a feature map size 4 times that of the 18-layer ResNet
variant.

ResNet-18 pre-training is rather simple. Training was done for 90 epochs in batch
sizes of 32. The initial learning rate of 0.1 was reduced by a factor of 0.1 every 30
epochs. Stochastic gradient descent was used with momentum (Sutskever et al.) of
0.9 and a weight decay of 0.0001.

Pre-training for ResNet-50 and other models differs (Vryniotis) which involves a
considerable amount of regularization and data augmentation.

It is noted that the chosen models ResNet-18 and ResNet-50 are equivalent to
ResNet-18 (224) and ResNet-50 (224) in MedMNIST v2’s experiments (Yang et al.,
2023).

2.3.2 DenseNet

With the advancements of ResNets (He et al., b) and Highway Networks (Srivastava
et al., b,a) depth-wise scaling is more effective. However, by bypassing a random
subset of layers every few samples in ResNets performance improvements can be
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achieved (Huang et al., b). This stochastic depth of ResNets is taken as evidence
by Huang et al. (a) that not all layers contribute to the end result. To shorten the
connection between input and output of a network, they elevate the idea of ResNets’
feed-forward connections by concatenating the output of a layer to its input. As a
consequence information flow is facilitated through the network.

This gives rise to the dense building block. A dense block groups multiple shortcut
connections and convolutions together before being processed to reduce resolution.
One block is made up out of multiple dense layers which in turn applies two con-
volutions; the first being a 1 × 1 convolution and the second being a 3 × 3 one.
Before each of these, batch normalization and ReLU activation is applied. The
concatenation of the output of these layers happens in the dense block.

Downsampling the accumulated feature maps is done by the transition layer and
is positioned between every dense block. It consists of batch normalization, ReLU
activation, a 1 × 1 convolution and 2 × 2 average pooling with a stride of 2 which
are sequentially applied in that order.

Table 4: Architecture of DenseNet-121. Dense refers to one dense layer and its
multiplication implies one dense block.

Output
Block

Channels
√

Resolution

256 56 Dense × 6

128 28 Transition

512 28 Dense × 12

256 14 Transition

1024 14 Dense × 22

512 7 Transition

1024 7 Dense × 16

The chosen model’s architecture for the experiment is DenseNet-121 and it is shown
in Table 4. A hyperparameter for DenseNets controls the amount of feature maps
that are produced by each dense layer. For DenseNet-121 this ”growth rate” is 32.
The final feature map size and thus also the final input size of the classifying linear
layer is 1280.

The training setting of the used pre-trained DenseNet-121 is identical to the used
ResNet-18.
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Figure 8: Huang et al. (a) present the dense building block. Residual connections
exist from one layer to all subsequent layers in the block.

2.3.3 EfficientNet

Neural architecture search (Zoph and Le) automatically searches for the most opti-
mal neural network architecture. Tan et al. apply this method to obtain MnasNet.
In their search space they included variants of the traditional convolution that stray
away from the naive application of its filters. Depth-wise convolutions (Sifre; Sifre
and Mallat) are convolutions where each input channel uses its own set of kernel fil-
ters. With the goal of bringing convolutions to mobile devices, MobileNets (Howard
et al.; Sandler et al.) use ”mobile inverted bottleneck convolution”. This building
block is also included in the search space.

Additionally of note is, that they searched for the number of feature maps that
should be put out by different stages of the architecture. This can be thought of
as scaling the network architecture along the width dimension. Next to the width
dimension, there is also the resolution of a network which refers to the width and
height of the network’s input as well as the depth which refers to the number of layers
used. ResNets and DenseNets made breakthroughs by successfully scaling neural
networks along the depth dimension. Some efforts were made to also scale neural
networks along the other dimensions (Huang et al., c), but not all three dimensions
together.

Tan and Le (a) strategically search for the most useful scaling combination along
all three dimensions to obtain a family of neural networks called EfficientNets while
maintaining performance and reducing parameter count. Their next version, Effi-
cientNetV2 (Tan and Le, b) extends the search space for operations with the fused
mobile inverted bottleneck convolution (Gupta and Tan; Gupta and Akin) and op-
timize for training speed using the same compound scaling along the different di-
mension of a network as before.

The model used in the experiment is EfficientNetV2-S. 24 initial features are ex-
tracted using a convolution with a kernel size of 3, stride of 2 and padding of 1.
As is typical, batch normalization is applied and the output is activated by SiLU,
defined by equation 9. The mobile inverted bottleneck convolution and its fused
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version are the main building block of the architecture. They employ the squeeze-
and-excitation technique (Hu et al., c), which recalibrates features channel-wise.

Squeeze-and-excitation calculates a scalar for each channel by reducing the input
resolution to 1 via adaptive average pooling. Then, channel size is ”squeezed”
by some factor through convolution and then activated by a SiLU before being
”excited” again back to the original channel size by a second convolution. The
scalar is produced by application of the sigmoid function.

Figure 9: Mobile inverted bottleneck block in its basic (left) and fused (right) form.
The expansion in channels happens through two different convolutions in the basic
version while the fused variant uses only one convolution. It is noted that Effi-
cientNets do not use the squeeze-and-excitation mechanic in fused mobile inverted
bottleneck blocks. Illustration taken from Tan and Le (b).

The mobile inverted bottleneck block expands channel size via a 1 × 1 convolution
followed by a depth-wise convolution, defined by equation 5, with kernel size 3.
Both expanding convolutions are supported by batch normalization and activated
by a SiLU. After squeeze-and-excitation, channel size is shrinked back down by a
1 × 1 convolution with batch normalization. Since it is also a residual block, the
input is added to the final output. The fused variant only uses one normal 3 × 3
convolution with batch normalization and activation by a SiLU for expansion and
this architecture also omits the squeeze-and-excitation mechanic.

These two building blocks are layered in the way described by Table 5 to obtain
EfficientNetV2-S.

The training setup of the pre-trained model used for the experiment does not differ
to the one used for the pre-trained ResNet-50.
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Table 5: Architecture of EfficientNetV2-S

Output
Block

Channels
√

Resolution

24 112 Fused-MBConv × 2

48 56 Fused-MBConv × 4

64 28 Fused-MBConv × 4

128 14 MBConv × 6

160 14 MBConv × 9

256 7 MBConv × 15

1280 7 Final Convolution

2.3.4 Vision Transformer

The success of the attention mechanism in machine translation (Vaswani et al.)
motivated its application in computer vision tasks. Several approaches were taken.

Some of these include combining the novel attention function with the classical
convolution function by relating in- and output feature maps of convolutions (Wang
et al., b) or processing sequences of feature maps of CNNs with attention (Carion
et al.; Hu et al., a; Wu et al.). Self-attention can also be the main actor in a CNN
architecture like ResNet and augmented by convolutions (Bello et al.).

There were also efforts made to fully replace convolutions with attention. The main
challenge with this approach is the quadratic cost associated with the global appli-
cation of attention on images. The kernel size dictates the range of local context
in convolutions which can be replaced by attention. However, while exchanging
all other convolutions with self-attention, not replacing the initial convolution per-
formed best (Ramachandran et al.). This was not the case for full-attention networks
where enlargening the space of included neighbouring pixels delivered seemed crucial
in delivering promising results (Hu et al., b; Zhao et al.)

More greedy applications of the transformer architecture for solving image classifi-
cation tasks were tried by self-attending across axes (Wang et al., a) or globally to
downsampled images (Chen et al.). The sucess of attention over convolution moti-
vated a the first naive implementation of the transformer architecture at small scale
to provide evidence that attention can and in some cases do emulate convolutions
(Cordonnier et al.). However, in contrast to CNNs, transformers lack the inductive
biases of translational equivariance and locality. Dosovitskiy et al. speculate that by
scaling architecture and the training dataset these properties can be learned. Their
vision transformer (ViT) is another naive application of the transformer architecture
to the computer vision task of image classification.
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Instead of the 2 × 2 patches used by Cordonnier et al., they devide the input
image into square image patches with a dimension size of at least 14. These patches
are projected by convolutions into a sequence of multi-channel values before being
concatenated with a learnable ”class token” matrix. After a learnable position
embedding is added to the sequence which is then transformed by encoding layers.

An encoding layer applies multi-headed-attention, defined by equation 13, to the
layer-normed input introspectively. This self-attention means that the input to
the attention mechanism is the same: Q = K = V which originate from the
concatenation of the class token and the projected image patches. As a residual
block, the original input of the layer is added to the attention output. This output
is normalized layer-wise and processed by a multilayer perceptron (MLP).

The MLP is a fully connected network simply consisting of linear connections with
hidden layers activated by a linear unit. In the case of the encoder block, the
hidden layer briefly expands the feature space before being shrinked down again
to the original size. The expanded features are activated by a GELU, defined by
equation 10.

Like all other architectures, a final linear layer classifies the image.

The variant used for the experiment is ViT-B/16. Its patch size is 16 × 16 with 12
encoding layers. Input is attended to by 12 heads with values in 768 channels and
the MLP has a hidden dimension of 3072.

The pre-training setting for ViT-B/16 is similar to the one of ResNet-50 and EfficientNetV2-
S with different settings in regularization and data augmentation.

Figure 10: Illustration from Dosovitskiy et al. visualizes their vision transformer
architecture.

3 Data records

In this chapter, the enhanced versions of the MedMNIST2D datasets are presented.
The are denoted by a ”+” at the end.
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3.1 Methods

Information about the association of a source image with a certain split were taken
from MedMNIST v2 by contacting the authors. For scaling operations, bicubic
interpolation was used. Following the method described in Yang et al. (2023)’s
work results in the following nine enhanced MedMNIST2D datasets.

3.2 Details of enhanced MedMNIST2D (MedMNIST2D+)

3.2.1 PathMNIST+

(a) PathMNIST (b) PathMNIST+ (c) Source image

Figure 11: Comparison of the original sample (c), the MedMNIST version (a) as well
as the enhanced version (b) on the training image at index 47424 of the Pathology
dataset.

The source dataset (Kather et al., 2018) was used by their authors in an earlier
study (Kather et al., 2019). 107180 image patches were gathered from slides of
human colon tissue. Next to background images, the 3 × 224 × 224 images can be
categorized into one of 8 types of colon tissue: Adipose, debris, lymphocytes, mucus,
smooth muscle, normal colon mucosa and colorectal adenocarcinoma epithelium.
Processing only entails reading and saving the images in the same position as in the
PathMNIST dataset as they are already in the desired resolution for our enhanced
versions. A comparison of the different versions of a sample can be seen in figure
11.

3.2.2 ChestMNIST+

By text-mining reports associated with scans of over 32,000 patients (Wang et al.,
2017), construct a chest X-ray dataset of 112120 images. The grayscale 1024 ×
1024 images of the ”ChestX-ray8” dataset are resized into 224 × 224 pixels 12. An
image can be associated with up to 14 disease labels: atelectasis, cardiomegaly, ef-
fusion, infiltration, mass, nodule, pneumonia, pneumothorax, consolidation, edema,
emphysema, fibrosis, pleural and hernia.
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(a) ChestMNIST (b) ChestMNIST+ (c) Source image

Figure 12: The image at index 3447 of the test set. Symbols from the original image
(c) can still be identified in ChestMNIST+ (b).

This is the only multi-label classification problem of the dataset collection.

3.2.3 DermaMNIST+

The ”Human Against Machine with 10000 training images” (HAM1000) dataset
(Tschandl et al., 2018; Tschandl) is a collection of dermatoscopic images from dif-
ferent populations. Multiple modalities are unified into standardized images to serve
as representative sample of pigmented skin lesions. The dataset also contributed to
a challenge hosted by the International Skin Imaging Collaboration (ISIC) (Codella
et al., 2019) for image classification as well as segmentation. Each of the 10,015 der-
matoscopic images can be classified as one of 7 different diseases: actinic keratoses
and intraepithelial carcinoma, basal cell carcinoma, benign keratosis-like lesions,
dermatofibroma, melanoma, melanocytic nevi and vascular lesions.

(a) DermaMNIST (b) DermaMNIST+ (c) Source image

Figure 13: The image at index 1133 of the training set of DermaMNIST and Der-
maMNIST+.
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3.2.4 OCTMNIST+

(a) OCTMNIST (b) OCTMNIST+ (c) Source image

Figure 14: The shape of the train image at index 84131 is still recognizable in (b).

Kermany et al. (2018b,a) demonstrate the effectiveness of a transfer-based deep
learning method for biomedical computer vision tasks on two datasets and make
their datasets available for research. One of these datasets contains 108,312 retina
images gathered via optical coherence tomography (OCT). Each retina image can
be evidence of one of four classes: choroidal neovascularization, diabetic macular
edema, drusen and normal. The grayscale images range from 384 to 1,536 pixels in
height and 277 to 512 pixels in width. They are center-cropped and resized into 224
× 224.

3.2.5 PneumoniaMNIST+

(a) PneumoniaMNIST (b) PneumoniaMNIST+ (c) Source image

Figure 15: The object seen in the source image (c) can also be seen in ChestMNIST+
(b) at index 3507 of the training split. This is not the case for PneumoniaMNIST
(a).

The other set of images used (Kermany et al., 2018b) and made available (Kermany
et al., 2018a) is another Chest X-Ray dataset. 5,232 grayscale images are gathered
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from children possibly displaying a case of pneumonia, making this a binary classi-
fication task instead of a multi-label one. Center-cropping is again necessary for the
(384 to 2,916) × (127 to 2,713) images before being resized to 224 × 224.

3.2.6 RetinaMNIST+

(a) RetinaMNIST (b) RetinaMNIST+ (c) Source image

Figure 16: Individual venules and arterioles are still visible in RetinaMNIST+ (b).

Retinal fundus images are used (deepdrdoc) by the DeepDRiD challenge (Liu et al.,
2022) to grade the level of diabetic retinopathy. The problem of ordinal regression
with 5 levels is formulated as a multi-class problem and evaluated as such. For
processing the 3 × 1,736 × 1,824 source images are center-cropped and resized to 3
× 224 × 224. There are 1600 images.

3.2.7 BreastMNIST+

(a) BreastMNIST (b) BreastMNIST+ (c) Source image

Figure 17: Benign breast tissue is shown. From left to right: ChestMNIST, ChestM-
NIST+, both at index 2 of the test split, and the source image.
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780 ultrasound images of women’s breasts serve as the basis for this dataset (Al-
Dhabyani et al., 2020). Cases of normal and benign breast cancer are combined to
model the computer vision task as a binary classification of malignant breast cancer.
The grayscale images of 500 pixels in width and height are downsized to 224 pixels
each.

3.2.8 BloodMNIST+

(a) BloodMNIST (b) BloodMNIST+ (c) Source image

Figure 18: Comparison of the different versions of an image showing a blood cell.
At index 10819 of their training split, the ChestMNIST, ChestMNIST+ and source
image are shown from left to right.

Eight different blood cell types can be classified in a dataset of 17,092 microscopic
images (Acevedo et al., 2020b,a) and serve the basis for this dataset. The cell
types are basophil, eosinophil, erythroblast, immature granulocytes, which includes
myelocytes, metamyelocytes and promyelocytes, lymphocytes, monocyte, neutrophil
and platelet. To focus on the individual cell to classify, the 3 × 360 × 363 images
are center-cropped using a window size of 200. The resulting 3 × 200 × 200 images
are then downsized to 3 × 224 × 224.

3.2.9 TissueMNIST+

(a) Slice 1 (b) Slice 2 (c) Slice 3 (d) Slice 4 (e) Slice 5 (f) Slice 6 (g) Slice 7

Figure 19: Slices of the source image which can be used to create the maximum
projection seen in Figure 20(c).
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(a) TissueMNIST (b) TissueMNIST+ (c) Maximum projection

Figure 20: The axial-axis maximum projection of the slices shown in Figure 19 are
downsampled for TissueMNIST (a) and upsampled for TissueMNIST+ (b).

Images depicting stained human kidney nuclei and their masks of a deep learning
study (Woloshuk et al., 2021) are contained in the Broad Bioimage Benchmark
Collection (Ljosa et al., 2012). Only the 3D 32 × 32 × 7 grayscale representation
of the human kidney tissue are considered. Along the axial-axis of the 7 slices the
maximum pixel value is taken to yield a 2D maximum projection. Finally, this
projection is upscaled to 224 × 224. An example of the slices and the comparison
between the different versions of the maximum projection can be seen in Figure 19
and in Figure 20 respectively.

4 Experiments

Several state of the art baseline computer vision models are trained and evaluated
on the enhanced versions of the MedMNIST 2D datasets. Results are reported for
each model and dataset as well as averaged for each model.

4.1 Training setup

Parameters for training are taken from MedMNIST v2 (Yang et al., 2023). Models
are trained for 100 epochs in which it is optimized via Adam (Kingma and Ba)
with an initial learning rate of 0.001 for minimizing cross-entropy loss (Bishop and
Nasrabadi). The batch size is effectively 128. If the memory of the accelerator device
is not enough for a normal batch size of 128, the batch size is reduced but the fre-
quency of an optimization step is adjusted accordingly. I.e., like Wang et al. (2017),
if the batch size is to be reduced to 64, then every second batch, the optimization
step is done. Learning rate is scheduled to be delayed by 0.1 at 50% and 75% of the
epochs. For evaluation of a model, its outputs are activated by the softmax function
(Bridle, a,b). The exception for this pose versions of the ChestMNIST dataset for
which the sigmoid function (Han and Moraga) is used along the second dimension
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as well as plain sigmoid followed by binary cross entropy for loss. Performance of
a model is measured by the area under the receiver-operating-characteristic curve
(AUC) which is calculated with the procedure provided by Yang et al. (2023). The
best model is selected by its performance on the validation split after each epoch.

Loaded images are resized to the input resolution of the pre-trained model and
ensured to be in RGB mode. Afterwards the image is converted to tensor and
normalized with mean and standard deviation of 0.5.

In contrast to MedMNIST v2, these experiments are only run once instead of thrice.

4.2 Results

Performance is measured by the AUC and ACC measures, introduced in chapter
2.2.10. The best performing is highlighted. Results of each model on MedMNIST+
is listed in Table 6. Percentages were rounded to three digits after the decimal point
except for AUC results of BloodMNIST+ which would amount to a perfect AUC
otherwise. Instead, highlighted performances indicate the superiority over the other
models.

Average performance of each model across all MedMNIST+ datasets are shown in
Table 7.

4.3 Analysis

In the following, the results from the experiment are analysed. First, AUC and ACC
are examined in isolation and briefly correlated with the dataset sample size. Then,
common misclassifications of each dataset are shown and elaborated upon.

4.3.1 Comparison of performance measures

EfficientNetV2-S performs well across all enhanced datasets. It achieves the highest
AUC in six of the nine datasets. However, its difference to other CNNs is not big:
AUC on the enhanced BloodMNIST is the same as DenseNet-121 and at most 3.1
percentage points in the case of enhanced ChestMNIST.

DenseNet-121 is also very accurate, being the most accurate on four of the nine
enhanced datasets.

ResNet-50 only achieves the highest performance in one measure on one dataset. It
shares the highest ACC on the BloodMNIST+ dataset with DenseNet-121. Despite
being the smaller variant, ResNet-18 the highest AUC and ACC in two cases for each
measure. The best model in terms of AUC and ACC on the enhanced OCTMNIST
dataset is ResNet-18. It is the most accurate model on the enhanced RetinaMNIST
dataset and achieves the highest AUC on the small enhanced BreastMNIST dataset.

ViT-B/16 performs the worst. It can never outperform any of the CNNs on any
enhanced dataset.
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Table 6: Performance of each model on each MedMNIST2D+ dataset.

Methods
PathMNIST+ ChestMNIST+ DermaMNIST+

AUC ACC AUC ACC AUC ACC

ResNet-18 0.995 0.905 0.800 0.946 0.953 0.823

ResNet-50 0.994 0.918 0.807 0.942 0.968 0.863

DenseNet-121 0.992 0.931 0.818 0.948 0.979 0.882

EfficientNetV2-S 0.996 0.932 0.831 0.947 0.976 0.859

ViT-B/16 0.984 0.884 0.712 0.947 0.940 0.784

Methods
OCTMNIST+ PneumoniaMNIST+ RetinaMNIST+

AUC ACC AUC ACC AUC ACC

ResNet-18 0.992 0.922 0.975 0.814 0.849 0.668

ResNet-50 0.990 0.884 0.986 0.857 0.860 0.590

DenseNet-121 0.989 0.884 0.990 0.912 0.847 0.638

EfficientNetV2-S 0.990 0.900 0.991 0.917 0.862 0.650

ViT-B/16 0.974 0.798 0.931 0.864 0.747 0.525

Methods
BreastMNIST+ BloodMNIST+ TissueMNIST+

AUC ACC AUC ACC AUC ACC

ResNet-18 0.938 0.872 0.999 0.988 0.939 0.699

ResNet-50 0.866 0.827 0.999 0.990 0.942 0.709

DenseNet-121 0.937 0.917 0.999 0.990 0.953 0.744

EfficientNetV2-S 0.921 0.897 0.999 0.988 0.959 0.761

ViT-B/16 0.686 0.609 0.999 0.975 0.919 0.652

Averaged performance of the smaller ResNet-18 is better than that of bigger ResNet-
50. Furthermore, newer CNN architectures perform better when averaged across all
enhanced datasets. The box plot in Figure 21 also shows that the spread in perfor-
mance is less the newer the architecture is. It also contrasts the vision transformer’s
poor performance compared to the CNNs.

AUC is plotted against the number of samples of the enhanced dataset on which
the AUC is achieved in Figure 22. It also shows a linear regression curve. There is
no significant influence of sample count on the AUC for CNNS. This is not the case
for the vision transformer. ViT-B/16 performs better when sample size is bigger.
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Table 7: Average performance of the chosen models in measures average AUC and
average ACC over all enhanced 2D datasets

Methods AVG AUC AVG ACC

ResNet-18 0.938 0.848

ResNet-50 0.935 0.842

DenseNet-121 0.945 0.872

EfficientNetV2-S 0.947 0.872

ViT-B/16 0.877 0.782

0.6 0.7 0.8 0.9 1.0
Performance measure value

ResNet-18

ResNet-50

DenseNet-121

EfficientNetV2-S

Vit-B/16

AUC ACC

Figure 21: Box plots of both performance measures for each model. Newer CNNs
perform better than older ones. The newest architecture, the vision transformer,
consistently performs the worst.

Both the experiment in this work as well as the technical validation in MedMNIST
v2 use ResNet variants ResNet-18 and ResNet-50. Technical validation results are
gathered from three runs whereas the experiments on the enhanced datasets were
run only once. Their differences per dataset are shown in Table 8.

Generally, experiments on the enhaned versions of the dataset perform marginally
better. There are exceptions for DermaMNIST, OCTMNIST and RetinaMNIST.
ResNet-50 becomes noticably more accurate on the first two; ResNet-18 on the last
two. AUC improvements can be seen on the enhanced version of the RetinaMNIST
dataset.

The averaged differences over the datasets for which enhanced versions exist are
shown in Table 9. Noteworthy improvements in terms of both AUC and ACC are
not as noticable when averaged over all datasets. Both models are slightly more
accurate on the enhanced versions of the datasets.
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Figure 22: AUC of each model is plotted against the number of samples of the
dataset. Additionally, linear regression curves are shown. There is no significant
relationship between dataset size and AUC for CNNS. The vision transformer’s
performance scales with dataset size.

Table 8: Differences in the performance measures of the MedMNIST v2 technical val-
idation compared to the experiment done on the enhanced versions of the datasets.
ResNet-{18,50} are equivalent to ResNet-{18,50} (224) in MedMNIST v2 with the
addition that their models were not pre-trained. Runs on the enhanced versions
are generally marginally better with the exception of DermaMNIST, OCTMNIST
and RetinaMNIST. ResNet-50 becomes more accurate. Both variants make AUC
improvements on the latter dataset.

Methods
PathMNIST ChestMNIST DermaMNIST

∆AUC ∆ACC ∆AUC ∆ACC ∆AUC ∆ACC

ResNet-18 -0.006 +0.004 -0.027 +0.001 -0.033 -0.069

ResNet-50 -0.005 -0.026 -0.034 +0.006 -0.056 -0.132

Methods
OCTMNIST PneumoniaMNIST RetinaMNIST

∆AUC ∆ACC ∆AUC ∆ACC ∆AUC ∆ACC

ResNet-18 -0.034 -0.229 -0.019 +0.050 -0.139 -0.175

ResNet-50 -0.032 -0.108 -0.024 +0.027 -0.144 -0.079

Methods
BreastMNIST BloodMNIST TissueMNIST

∆AUC ∆ACC ∆AUC ∆ACC ∆AUC ∆ACC

ResNet-18 -0.047 -0.039 -0.001 -0.025 -0.006 -0.018

ResNet-50 ±0.000 +0.015 -0.002 -0.040 -0.010 -0.029
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Table 9: Difference in averaged AUC and ACC of the two ResNet variants compared
to the experiments done on the enhanced versions of the MedMNIST2D datasets.

Methods ∆AVG AUC ∆AVG ACC

ResNet-18 -0.035 -0.056

ResNet-50 -0.034 -0.041

4.3.2 Inspection of misclassified images

For every enhanced dataset, a case of the most common misclassification made by
all model is inspected.

The most common misclassification made by all models for the enhanced PathM-
NIST dataset were instances of cancer-associated stroma. Most commonly, they
were mistaken for smooth muscle. An instance showing a case of cancer-associated
stroma that was misclassified by all models as smooth muscles can be seen in Figure
23.

Figure 23: Misclassified image from the enhanced PathMNIST dataset. All models
classified this case of cancer-associated stroma as smooth muscle.

All models struggled to classify anything in instances of infiltration in the Chest-
Xray8 dataset. One such instance is shown in Figure 24.

For enhanced DermaMNIST, melanoma, the most serious type of skin cancer, was
most frequently identified as melanomamelanocytic nevi, which is benign. A case of
this is shown in Figure 25.

The most common misclassification of all models for that enhanced OCTMNIST
dataset were cases of drusen, ”which are lipid deposits present in the dry form of
macular degeneration” (Kermany et al., 2018b). Choroidal neovascularization was
the most common prediction made by the models for these cases. One such case is
shown in Figure 26.
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Figure 24: An x-ray scan from the enhanced ChestMNIST dataset showing a case
of infiltration. No model in the experiment detected this case.

Figure 25: In the experiment, all models misclassified this case of melanoma as
benign. Image is sampled from the enhanced DermaMNIST dataset.

Figure 26: All models in the experiment classified this image from the enhanced
OCTMNIST dataset as a case of choroidal neovascularization. However, this is a
case of drusen.

Images from the enhanced PneumoniaMNIST dataset were misclassified as showing
cases of pneumonia. However, all of them do not show any cases of the three possible
variants of pneumonia. An image from this scenario is displayed with Figure 27.
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Figure 27: Image from the enhanced PneumoniaMNIST not showing a case of pneu-
monia. However, all models in the experiment classified it as such.

In the ordinal regression tasks associated with the RetinaMNIST dataset, mod-
els had trouble differentiating between exclusively benign cases and the first worse
level of diabetic retinopathy. Figure 28 shows one such example that was wrongly
identified as having the lowest level of diabetic retinopathy.

Figure 28: All models in the experiment did not ascribe the first level of diabetic
retinopathy, but assigned it to the lowest level. Image is taken from the enhanced
RetinaMNIST dataset.

From the 156 test images, two cases of either class exist in which the models mis-
classified the image as the other class. Figure 29 show the two images that were
malignant but classified as normal by all models; Figure 30 show the two images
that were benign but classified as malignant.

All models performed very well on the enhanced BloodMNIST dataset. Neutrophil
blood cells were most commonly misclassified by all models. Except for one instance,
they were classified as immature granulocytes, of which an image is shown in figure
31.

In the exception, shown in Figure 32, models ”saw” an eosinophil blood cell.

Cases of distal convoluted tubule were most often misclassified by all models on the
enhanced TissueMNIST dataset. Models most often mistook instances of that class
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Figure 29: Two cases of malignant breast scans from the enhanced BreastMNIST
dataset. All models were unable to classify these instances as such.

Figure 30: Two cases of normal breast scans from the enhanced BreastMNIST
dataset. In the experiment, all models classified these as maligned cases.

Figure 31: An image from the enhanced BloodMNIST dataset. In the experiment
all models mistook this neutrophil blood cell as an immature granulocyte.

as cases of collecting duct, connecting tubule. An image showing this scenario can
be seen in Figure 33.
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Figure 32: In the experiment, all models classified this neutrophil blood cell as an
eosinophil blood cell. Image is taken from the enhanced BloodMNIST dataset.

Figure 33: An image showing distal convoluted tubule that was classified by all
models in the experiment as collecting duct or connecting tubule. The image is
from the enhanced TissueMNIST dataset.

5 Discussion

In this work, five state-of-the-art baseline neural networks are benchmarked on
biomedical 2D image classification datasets. Both dataset construction and ex-
periment setup are inspired by the MedMNIST v2 framework (Yang et al., 2023).

Sources for all datasets are identical and treatment of the images followed the frame-
work to the extent that it produced a replica. Moreover, the datasets used for the
experiment are enhanced versions of MedMNIST2D. Instead of resizing the images
to an MNIST-like size of 28 × 28, enhanced versions are of resolution 224 × 224.

For one MedMNIST2D dataset, the method diverged. Following the procedure of
DermaMNIST of immediately downsizing the 3 × 600 × 450 images does not yield a
comparable result to DermaMNIST due to aspect ratio distortion. Hence, a center-
cropping step was introduced before the downsizing step to produce a replica of
the original DermaMNIST image. Figure 34 shows the images resulting from the
different preprocessing settings.
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(a) DermaMNIST (b) Strict (c) Replica

Figure 34: Different versions of a dermatoscopic image from the HAM1000 dataset
(Tschandl et al., 2018; Tschandl). Strictly following the procedure described by the
MedMNIST framework (b) does not result in a replica of the DermaMNIST version
(a). Only when the source image is center-cropped before being downsized can a
replica (c) be produced.

Furthermore, enhanced versions could not be obtained for Organ{A,C,S}MNIST.
Although volumes of computed tomography and segmentations for the liver in the
axial, coronal and sagittal views are publicly accessible (Bilic et al., 2023), the
MedMNIST dataset makes use of bounding boxes for additional 10 organs provided
by another study (Xu et al., 2019). These bounding boxes were not publicly obtain-
able. As a consequence, an enhanced version of Organ{A,C,S}MNIST is omitted,
making the enhanced version of MedMNIST2D just short of being complete.

The produced datasets were experimented upon using neural networks. Five state-
of-the-art baseline neural networks were chosen for this benchmark. The first two are
variants of ResNet (He et al., b), which are identical to those used in the MedMNIST
v2’s technical validation. However, all models chosen in this work are pre-trained
on the ImageNet-1k (Russakovsky et al.) dataset.

Compared to the MedMNIST v2 technical validation, ResNets became slightly more
accurate. Interesting improvements were seen on the enhanced versions of DermaM-
NIST, OCTMNIST and RetinaMNIST. These are datasets with small, medium and
large sample sizes in the context of all MedMNIST2D datasets.

Additionally, two additional CNNs (Huang et al., a; Tan and Le, b) were chosen
which improved the state-of-the-art as well as the attention-mechanism-based vision
transformer (Dosovitskiy et al.) which represents the current state-of-the-art.

However, the current state-of-the-art results of ViT were achieved through transfer
learning from a huge datasets to smaller ones. ImageNet-1k is not considered huge.
As a consequence, ViTs are not able to reproduce their success achieved by solely
training on this dataset. This can already be seen in the statistics of the pre-trained
models chosen for the experiments in this work. The most advanced CNN used for
experimentation EfficientNetV2-S boasts better accuracy than ViT-B/16 using just
shy of a quarter the number of parameters.
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Performance only worsens in the context of the experiments done in this work. ViT-
B/16 is not able to trump any of the CNNs; neither in AUC nor in ACC. Especially
on small datasets such as the enhanced BreastMNIST dataset, ViT-B/16 achieves
an AUC of only 68,6% whereas CNNs achieve at least 86,6%. On big datasets
with multi-class classification tasks however, i.e., on the enhanced PathMNIST,
OCTMNIST and TissueMNIST datasets, ViT-B/16’s performance closes in on those
of the CNNs.

Moreover, training of transformers is more complicated (Popel and Bojar; Liu et al.;
Cao et al.; Han et al.). There seem to be more and different factors at play in
unlocking a transformer’s full potential. Overall, this benchmark should not be
taken as a discreditation of ViT’s state-of-the-art status. If at all, it should be seen
as a limitaion of this work and as motivation for future work to develop a framework
fit for benchmarking vision transformers.

Additionally, experiments were run only once. This is in contrast to MedMNIST
v2, which ran their experiments three times to get more robust measurements. In-
creasing the amount of data also encourages more thorough statistical analysis to
allow for statistically significant judgements.

Finally, this work briefly inspects misclassifications per dataset common to all mod-
els. This analysis is very surface level and would also benefit from more data to iden-
tify common misclassifications across runs which could identify insights into edge
cases, wrongly labeled data or simply hard classification task instances. Further-
more, feature importance techniques such as Grad-CAM (Selvaraju et al.) attention
scores (Shamshad et al.) or others (Barredo Arrieta et al.) can be employed to get
a more nuanced view on the differences between evaluated models.

This work provides tools for producing biomedical image classification datasets of
variable resolutions based on almost all MedMNIST2D datasets. Enhanced versions
of those MedMNIST2D datasets are produced and several state-of-the-art baseline
neural networks are benchmarked. Marginal improvements in AUC and ACC can
be seen in general. The increase in performance is of note for two multi-class clas-
sification tasks and one ordinal regression task. Newer CNN architectures perform
better. The vision transformer does not live up to its potential under the same
training settings as CNNs which offers room for improvement in the development of
image classification benchmarks. Its tendency to perform better on bigger datasets
is confirmed. A shallow inspection on misclassifications might offer starting points
for researchers with biomedical domain knowledge that want to gain insight into the
shortcomings of neural networks for image classification in a biomedical context.

6 Conclusion

This work offers an introduction to image classification in a biomedical context. Af-
ter motivating the application of artificial intelligence in biomedical imaging with
promising successes, a technical introduction into deep learning is given. Next,
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monumental baseline computer vision architectures are introduced. Based on the
MedMNIST v2 (Yang et al., 2023) 2D datasets, higher resolution versions are ob-
tained with the source material as a basis. Small pre-trained variants from the
introduced architectures are benchmarked on these datasets. Analysis of the results
shows marginal improvements on the enhanced versions and confirms that newer
convolutional neural network architectures perform better than older ones. Further-
more, the transformers affinity for tasks with larger sample sizes is confirmed in this
work. Finally, a simple and short inspection of commonly misclassified cases offers
inspiration for researchers with domain knowledge. Scripts for deriving such datasets
and reproducing the experiments are made available to facilitate 2D biomedical im-
age classification.
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A Appendix

A.1 Code availability

Available on GitHub.

https://github.com/juius-b/bachelor-thesis
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netot, Siham Tabik, Alberto Barbado, Salvador Garcia, Sergio Gil-Lopez, Daniel
Molina, Richard Benjamins, Raja Chatila, and Francisco Herrera. Explainable
artificial intelligence (xai): Concepts, taxonomies, opportunities and challenges
toward responsible ai. 58:82–115. ISSN 1566-2535.

Irwan Bello, Barret Zoph, Ashish Vaswani, Jonathon Shlens, and Quoc V. Le. At-
tention augmented convolutional networks. In Proceedings of the IEEE/CVF In-
ternational Conference on Computer Vision (ICCV).

Y. Bengio, P. Simard, and P. Frasconi. Learning long-term dependencies with gra-
dient descent is difficult. 5(2):157–166. ISSN 1941-0093. doi: 10.1109/72.279181.

Patrick Bilic, Patrick Christ, Hongwei Bran Li, Eugene Vorontsov, Avi Ben-
Cohen, Georgios Kaissis, Adi Szeskin, Colin Jacobs, Gabriel Efrain Humpire
Mamani, Gabriel Chartrand, Fabian Lohöfer, Julian Walter Holch, Wieland Som-
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