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Corpora with eye-tracking and self-paced reading times by native and non-native 
speakers (Frank et al. 2013) allow us to shed new light on cognitive processes. Our study 
has the following aims: (1) we want to assess the important features in predicting reading 
times, (2) we aim to contribute to the research question of the cognitive importance of 
syntax and word sequences (Armeni et al. 2017), (3) we want to build reader models.  

Theories of entrenchment (Langacker 1987) and usage-based models (Langacker 1988, 
Bybee 2007) have revolutionized cognitive linguistics (Janda 2013), but are also 
spearheading the paradigm shift in linguistics from theory-driven to empirical research. 
Formulaic sequences are easier to process for native speakers (Conklin and Schnitt 2012), 
but difficult to learn for L2 learners, and a source of innovation in outer circle varieties 
(Schneider and Gilquin 2016).  

Formulaicity is related to Sinclair’s idiom principle (Sinclair 1991) and can be measured by 
surprisal (Levy and Jaeger 2007, Schneider and Grigonyte 2018). We investigate the 
correlation between reading times as manifested in eye-tracking corpora and text-derived 
measures of formulaicity, particularly collocation measures (Evert 2009) and surprisal.  

We report important correlations, for example between reading times and surprisal 
(covariance), individual variation (Cramer’s V), and the influence of word length and 
frequency. We also predict reading times with linear regression, using surprisal, 
collocation, word length, POS tag, the individual reader, dependency syntax label, 
automatic parser confidence scores, distributional semantic class etc. as explanatory 
variables. 
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