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Abstract

We propose a simple model of expectation formation with three distinct deviations from fully rational expectations. In particular, forecasters’ expectations are sticky, extrapolate the most recent news about the current period, and depend on the lagged consensus forecast about the period being forecast. We find that all three biases are present in the Survey of Professional Forecasters as well as in the Livingston Survey, and that their magnitudes depend on the forecasting horizon. Moreover, in an over-identified econometric specification, we find that the restriction on coefficients implied by our model is always close to being satisfied and in most cases not rejected. We also stress the point that using the past consensus forecast to form expectations is a reasonable thing to do if a forecaster is not able to come up with fully rational expectations all by herself.
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1 Introduction

How are macroeconomic expectations formed? There is ample evidence that forecasters do not make fully efficient forecasts and have systematic biases. That is, real-world expectations deviate (at least to some extent) from the fully rational, model consistent benchmark. The question of how exactly they deviate from full rationality is less easily answered. Answering this question is, however, crucial for judging the validity of macroeconomic models and their policy implications. First of all, because most macroeconomic models rely on the assumption that all agents form fully rational expectations, and secondly because empirical evidence for models that deviate from full-information rational expectations are often not fully convincing, especially when one considers expectations data of individual forecasters.

In this paper, we propose a simple model of expectation formation that allows for three distinct deviations from full rationality. We then confront this model with survey expectations to test whether our model is in line with the data, and to investigate to what extent the three proposed biases are present in survey data. We mainly focus on data from the US Survey of Professional Forecasters (SPF) which has become the benchmark data source to test models against expectations data. However, we also consider extensions with the Livingston survey (Carlson, 1977).

The first two biases that we allow for are stickiness in expectations and the extrapolation of recent news about the current period. A combination of stickiness (under-reaction) and extrapolation (over-reaction) can explain why different studies have found conflicting evidence as to whether forecasters under-react or over-react to news. In particular, Coibion and Gorodnichenko (2015) find clear under-reaction at the aggregate level by showing that aggregate forecast errors are positively correlated with aggregate forecast revisions. Bordalo et al. (2018a), with a similar regression at the individual level, find negative relation between forecast errors and revisions, pointing toward over-reaction. Fuhrer (2018), on the other hand, finds evidence of expectations smoothing and stickiness also at the individual level. If individual forecasters have sticky expectations but also extrapolate recent news about the current period, then one can indeed find either under-reaction or over-reaction, depending on the methodology and the data used. In fact, whether forecasts over-react or under-react to a particular piece of news will then depend

---

1See e.g. Lovell (1986); Ehrbeck and Waldmann (1996); Loungani (2001); Fildes and Stekler (2002); Coibion and Gorodnichenko (2015).

2The advantages of using the SPF include the long time span of data availability at a quarterly frequency and the fact that one can observe forecasts made at different time points for different forecasting horizons for the same individual forecaster. The latter is necessary to calculate revisions and to investigate stickiness in expectations.
on which quarter is affected the most by the news. Due to extrapolation, forecasts about future periods will overreact to news that has a large impact on the current period. On the other hand, when the news has little effect on the current period and mainly concerns future periods, extrapolation will be weak. In this case, under-reaction to news due to stickiness in expectations will arise.

Furthermore, in a laboratory experiment where subjects form expectations about a simple AR(1) process, Landier et al. (2019) find that an expectations rule that combines stickiness and extrapolation fits well to their experimental data and outperforms other expectations rules. The estimated coefficients in this expectation rule are robust to the autocorrelation coefficient in the AR(1) process that is being forecast and to other parameters of the model, as well as to the framing of the experiment (e.g. as forecasts about a macroeconomic process).

An important difference between the experimental setup of Landier et al. (2019) and the real world is that, in the experiment, subjects have no information at all about what others in the economy have been forecasting. In the real world, there are many sources of information on what experts have recently been forecasting about future periods. For example, the consensus forecast of the survey of professional forecasters is published on the website of the Federal Reserve Bank of Philadelphia each quarter. Also, the SPF has a large audience: the Philadelphia’s FED external webpages counted more than 45,000 unique hits because of the SPF in 2018 (Croushore et al., 2019). Further, numerous (economic) institutions frequently publish their forecasts which also find their way into newspapers and, therefore, to the large public. A lagged consensus forecast may, thus, be seen as a public signal that forecasters observe and could base their current expectations on. Fuhrer (2018) finds that there, indeed, is a strong dependence of current individual forecasts on the lagged consensus forecast, in the SPF and the Livingston survey as well as in the Michigan survey of consumer expectations.

For this reason, we allow for a further deviation of rational expectations. In addition to stickiness to past individual expectations and extrapolation of current news, expectations may further deviate from the fully rational benchmark by partly being based on the most recently observed consensus forecast about the period that is being forecast. Such a bias can be interpreted as meaning that individual forecasters do not have the skills or the time to efficiently use all available pieces of information to come up with a fully rational forecast all by themselves. Therefore, they instead only partly base their forecast on new information and form only part of the rational expectations solution. For the other part, they make use of the “wisdom of the
crowd” and turn to an easy to use piece of information: the most recently observed consensus forecast.

When we fit our model, we find evidence that all three deviations from rationality are present in the SPF data. Moreover, larger forecasting horizons turn out to imply more sticky expectations. All in all, we find (across different macroeconomic variables) estimates of stickiness in forecasts that lie between 0.41 and 0.76. Furthermore, estimates of the extrapolation parameter of current news lie between 0.18 and 0.91, with larger forecasting horizons implying smaller estimates for most variables. Finally, expectations are for a significant part formed based on the most recent past consensus forecast about the period being forecast. In particular, forecasters are found to put weights between 0.23 and 0.83 on the most recently observed consensus forecast rather than on a rational expectations forecast that they would have to build by themselves. This indicates that individual forecasters have a hard time processing all available (new) information and building an own rational expectations forecast.

Interestingly, we further show that 20-50% of the forecasters in the survey would have been better off in terms of forecasting performance if they would have abandoned all attempts to build their own forecast and instead blindly submitted the most recently observed consensus forecast in every period. Basing a forecast on the lagged consensus can, hence, be seen as a reasonable thing to do. We further document that individual forecasts of the SPF can equivalently be modeled as depending on the lagged consensus forecast of the Livingston survey rather than the lagged consensus of their own survey. This supports the hypothesis that forecasters base their forecasts on a more general consensus forecast that can be obtained from different sources and that can reach a large audience.

Moreover, our results are not a specific artifact of the forecasting behavior of the SPF. We find qualitatively similar estimates when we perform our regression for the individual forecasts of the Livingston survey. The stickiness estimates are, however, lower than for the SPF. This can be explained by the semi-annual structure of the Livingston survey compared to the quarterly structure of the SPF. For instance, a forecaster may regard her last individual forecast, which is half a year old, as less informative compared to an individual forecast that would have been only three months old. This then results in lower estimates of the stickiness bias.

In addition to fitting our model of expectation formation to survey data, we also test a restriction on the coefficients of an over-identified econometric specification of our model. In particular, the sum of three of the coefficients in that regression should be equal to 1 accord-
ing to the theoretical formulation of the model. We can, hence, estimate this over-identified specification and see whether the restriction holds. We find for all our selected variables and forecasting horizons that the sum of the coefficients is very close to what the restriction implies. Statistically, the restriction is not rejected for most of the cases. We, therefore, conclude that our proposed model of expectation formation is not rejected by the data.

Many alternative models of expectations that deviate from full rationality have been proposed. A considerable body of literature assumes that expectations are formed in a purely backward-looking manner, either by all or by a fraction of agents in the economy. That is, (some) households and firms consider past realizations of macroeconomic variables and base their expectations about future variables solely on this. The most well-known example of such expectations is found in the adaptive learning literature (Evans and Honkapohja, 2012), where agents use statistical learning based on past realizations to learn the relations between economic variables. Further, in the heterogeneous expectations literature, backward-looking expectations take the form of a simple adaptive or extrapolative heuristic, where past realizations of a particular variable are used to predict future realizations of that variable (see e.g. Branch and McGough, 2010; De Grauwe, 2012; Hommes and Lustenhouwer, 2019).

A disadvantage of modeling expectations as purely backward-looking is that there can be little to no role for news and for announcements about the future. Backward-looking expectations can, hence, not meaningfully contribute to, e.g., the question of whether forecasts over-react or under-react to news. Moreover, the literature on empirical validation of backward-looking expectation formation is not large and not fully convincing. Backward-looking expectations generate persistence in expectations and in the macroeconomic model. This type of expectation is, hence, a potential explanation for the larger persistence that is found in survey data compared to rational expectations. This explains why expectation models that include backward-looking components improve the fit with the data (Branch, 2004; Milani, 2007; Slobodyan and Wouters, 2012; Cornea-Madeira et al., 2019). However, there is no convincing evidence that backward-lookingness is the correct explanation for higher persistence in survey expectations and that expectations are actually formed by considering past observations.

In fact, when we add to our model a potential fourth bias, where forecasters partly use the lagged realization of the variable being forecast to form expectations, the estimated magnitude of this backward-looking bias is small and almost always statistically insignificant. This is a clear indication that the persistence found in survey data is not caused by agents basing
their expectations on past observations, but instead by other biases such as stickiness. Similar conclusions are drawn by Fuhrer (2018) from survey data and by Landier et al. (2019) in a laboratory experiment.

Other deviations from full-information rational expectations that have been proposed include models with sticky information or noisy information and rational inattention (Mankiw and Reis, 2002; Sims, 2003; Woodford, 2003; Mackowiak and Wiederholt, 2009). Moreover, Gabaix (2016) proposes a framework of sparsity to model deviations from fully rational expectations. These theoretical frameworks may offer partial explanations for e.g. why expectations are sticky. These explanations are, however, not always in line with survey data of individual expectations (Bordalo et al., 2018a; Fuhrer, 2018).

In this paper, we do not focus on why forecasters have certain deviations from full rationality. Instead, we seek to converge on a model of expectation formation that combines different higher-level individual biases and that can explain actual expectations from survey data. Such a model of expectation formation can, in future research, be used as a building block to improve the realism of the assumptions made on expectations in macroeconomic modeling. In particular, our findings stress the importance of modeling the interaction between expectations of individual agents in the economy and of explicitly modeling (over-)reaction to news. We believe that deriving policy implications from models where expectation formation is more in line with individual expectation data can greatly help the field forward.

The rest of the paper is organized as follows. In Section 2, we outline our proposed model of expectations formation. In Section 3, we derive two empirical formulations of the model, and our main estimation results are presented in Section 4. Next, we discuss some extensions that contribute to the interpretation and robustness of results in Section 5. Section 6 presents a discussion on the role of the lagged consensus forecast and Section 7 concludes.

2 A behavioral model of expectation formation

We first discuss three behavioral deviations from fully rational expectations that have already found some empirical support. We then combine these three biases into a behavioral model of expectation formation. In later sections, we will confront this model with data from survey expectations to see whether the proposed biases are present in the data.
2.1 Stickiness

Fuhrer (2017) replaces, in a macroeconomic model, rational expectations with actual expectations from survey data. He shows that this makes usual modeling elements to generate macroeconomic persistence such as habit formation and price indexation obsolete. Moreover, Coibion and Gorodnichenko (2012) and Angeletos et al. (2020) show that expectations initially under-react to economic shocks. Also, Coibion and Gorodnichenko (2015) document that forecast errors of aggregate expectations in survey data are forecastable by aggregate revisions. This implies under-reaction to new information and considerable persistence in expectations.

There is also empirical evidence of sticky expectations at the individual level in the case of financial analysts (Bouchaud et al., 2019), firm managers (Ma et al., 2018) and participants in laboratory experiments (Landier et al., 2019). Furthermore, Fuhrer (2018) finds that individual forecasts are intrinsically persistent, supporting his early findings on the macroeconomic level.

Stickiness in individual expectations implies that expectations of individuals depend on their most recent own past forecast about the same period. From a rational perspective, there is no reason why this should be the case. When an individual $i$ forms expectations with stickiness as the only deviation from rationality, her expectations $h$ periods ahead about some variable $x$ can be written as

$$F_{i,t}x_{t+h} = \lambda F_{i,t-1}x_{t+h} + (1 - \lambda)E_t x_{t+h}. \quad (1)$$

where $F_{i,t}$ denotes individual, possibly non-rational, expectations, and where $E_t$ is the rational expectations operator. This is the first behavioral bias that we allow for and will let the data speak to.

2.2 Forward-looking extrapolation

The second bias we consider is forward-looking extrapolation. This is a variation of diagnostic expectations (Bordalo et al., 2018b). In both cases, individual expectations contain a “kernel of truth” as they depend one-for-one on the associated rational expectations forecast. However, additionally, agents overreact to recent news. In the case of diagnostic expectations, this news is taken to be the most recent rational expectations revision about the period being forecast. As mentioned in the introduction, our focus does, however, not lie on explaining why certain biases arise. Instead, we aim to come up with a higher-level model of expectation formation that is in line with individual survey data.

---

footnote text

3A psychological explanation for why forecasts may be formed in such a way could e.g. be a confirmation bias (Nickerson, 1998). See also the discussion at the end of Section 5.2. As mentioned in the introduction, our focus does, however, not lie on explaining why certain biases arise. Instead, we aim to come up with a higher-level model of expectation formation that is in line with individual survey data.
Landier et al. (2019) find, however, that extrapolation of news about the current period better and more robustly fits their experimental data.

The motivation for such a behavioral bias is that people may be particularly affected by surprises and news that concern the current state of affairs. This explanation fits well with the notion of “representativeness” of Kahneman and Tversky (1973) where some new information that is regarded as representative is extrapolated when making a prediction. That is, news about today may be viewed as more “representative” about both current and future economic conditions than news that only concerns the future. Thus, if forecasters are surprised by a higher realization of a variable today than they were expecting before, they extrapolate this surprise also into the future. As a consequence, forecasters then adjust their expectations about the future upward, more than would be rational. Further evidence for this can be found in the randomized control survey experiment of Coibion et al. (2019). In this study, when households are presented with news about current interest rates, their expectations about future interest rates are considerably more affected than when they are presented with news about future interest rates.

When extrapolation is the only behavioral bias, expectations are given by

\[
F_{t,t}x_{t+h} = E_t x_{t+h} + \gamma \text{News}_{t,t},
\]  

where \( \text{News}_{t,t} \) represents news arriving in period \( t \) that concerns realizations in period \( t \).

If the current period would be fully observed, as it is in the experiment of Landier et al. (2019), this news term would take the form

\[
\text{News}_{t,t} = x_t - E_{t-1}x_t.
\]  

In practice, however, current values are not fully observed at the time that forecasts are made. To be consistent with the empirical data, we, therefore, do not assume actual realizations in period \( t \) to be observable in period \( t \) in our model of expectations. Consequently, current news about the current period is equal to today’s rational nowcast minus the previous rational forecast about today:

\[
\text{News}_{t,t} = E_t x_t - E_{t-1}x_t.
\]
Plugging this in into (2) gives

$$F_{t,t} x_{t+h} = E_{t} x_{t+h} + \gamma (E_{t} x_{t} - E_{t-1} x_{t}).$$

(5)

2.3 Consensus forecast

The above two biases assume that forecasters, in principle, are able to build something like fully rational expectations, but that they systematically deviate from the rational forecast because of a behavioral bias.

Forming rational expectations, in a world where the true model and its parameterization are unknown and may vary over time is, however, not an easy task for an individual forecaster. In particular, it may be infeasible for an individual forecaster to try to combine all information on all relevant factors and variables in the economy in a rational way. Instead of trying to construct a fully rational expectations forecast all by herself, an individual forecaster may, therefore, also consider information on expectations of other forecasters when forming her own forecasts.

A consensus forecast of a large group of (professional) forecasters can be seen as a very valuable source of information for an individual forecaster. In particular, this is an example of the well known “wisdom of the crowd” (Surowiecki, 2004; Davis-Stober et al., 2014). As a consequence, we find that mean squared forecast errors of consensus forecasts are considerably lower than those of individual forecasters.

In real-time, a typical forecaster has only very little information available about what other forecasters are expecting and a general consensus forecast cannot be derived from this. However, with a time lag, there are plenty of direct and indirect sources of information that reflect a consensus forecast. For example, the consensus forecast of the survey of professional forecasters is published on the website of the Federal Reserve Bank of Philadelphia each quarter. Further, numerous institutions frequently publish their forecasts which also find their way into newspapers and blogs and, thus, to the larger public.

When forecasters partly base their forecasts on a lagged consensus forecast, they do not fully take into account all information that is available now but was not yet available in the previous period. We find, however, that even a lagged consensus forecast can still be seen as a useful piece of information for many forecasters. We will discuss this in detail in Section 6. Moreover, Fuhrer (2018) finds evidence that forecasters indeed base their forecasts significantly on a lagged consensus forecast. This holds for the Survey of Professional Forecasters and the
Livingston survey, as well as for the Michigan survey of consumer expectations.

When forecasters only partially are able to form rational expectations themselves, and for the other part base their expectations on a lagged consensus forecast, their expectations become

\[
F_{i,t}x_{t+h} = (1 - \delta)E_t x_{t+h} + \delta C_{t-1} x_{t+h},
\]

where \( C_{t-1} \) is a lagged consensus forecast (e.g. the median of the expectations of all expert forecasters).

### 2.4 Combining the three behavioral biases

Next, we will combine the three biases introduced above into a behavioral model of expectation formation. Suppose that when agents form expectations, they are only partially able to do this rationally by themselves. For the other part, they chose to base their expectations on a lagged consensus forecast, as in (6). Suppose further that they also have the stickiness bias of Section 2.1, so that they anchor their newly formed expectations to their previously formed own expectations. Expectations would then become

\[
F_{i,t}x_{t+h} = \lambda F_{i,t-1}x_{t+h} + (1 - \lambda) [(1 - \delta)E_t x_{t+h} + \delta C_{t-1} x_{t+h}].
\]

Next, assume that forecasters also are subject to the forward-looking extrapolation bias of Section 2.2. That is, agents base their expectations on (7) and then deviate from this by extrapolating the most recent news. Replacing \( E_t x_{t+h} \) in (5) with the RHS of (7) gives our final model of behavioral expectations,

\[
F_{i,t}x_{t+h} = \lambda F_{i,t-1}x_{t+h} + (1 - \lambda) [(1 - \delta)E_t x_{t+h} + \delta C_{t-1} x_{t+h}] + \gamma (E_t x_{t} - E_{t-1} x_{t}) + \mu_{i,t},
\]

where we have added an idiosyncratic white noise term, \( \mu_{i,t} \), to allow for additional heterogeneity among forecasters.

Under this model of expectation formation, there can be both over-reaction and under-reaction to news. The deciding factor, here, is whether the piece of news only concerns the period that is being forecast \((t + h)\) or that the news also considerably impacts realizations in the current period \((t)\). If the news is only relevant for period \( t + h \), then forecasters will
under-react to it. This is because the news then only shows up in the term \( E_t x_{t+h} \), to which forecasters respond in a dampened manner with coefficient \((1 - \lambda)(1 - \delta)\).

In general, however, one expects there to be a correlation between current news about \( t + h \) \((\text{News}_{t,t+h})\) and current news about \( t \) \((\text{News}_{t,t})\). In that case, there can also be over-reaction to news. This is because the news will now also affect \( E_t x_t - E_{t-1} x_t = \text{News}_{t,t} \). Forecasters will then, on the one hand, respond to the news in a dampened manner, but at the same time over-react to the news with coefficient \( \gamma \). This can result in a net over-reaction to the news if \( \text{News}_{t,t} \) is enough affected relative to \( \text{News}_{t,t+h} \).

Note, further, that even though expectations are no longer one-for-one based on rational expectations, rational expectations still are a component of “base” expectations (7). Therefore, (although a smaller one) the behavioral expectations in (8) still contain a “kernel of truth”. Moreover, since we will estimate the parameters of our model using survey data, we are not assuming that any of the above biases must be present. Instead, we will let the data decide which bias is present and with what magnitude. If it turns out that \( \lambda = \gamma = \delta = 0 \), then (in the absence of idiosyncratic noise) fully rational expectations are obtained in (8).

3 Empirical model and estimation method

Before we can confront the model of expectation formation derived in the previous section with survey data, we need to rewrite it somewhat. This is because rational expectations and the news term in Equation (8) are not directly observable.

As mentioned in Section 2.3, the consensus forecasts of the SPF are considerably better than the individual forecasts. This indicated that, for our purposes, it might be possible to approximate the news variable, \( E_t x_t - E_{t-1} x_t \), with the revision in the consensus forecast about the current period, \( C_t x_t - C_{t-1} x_t \). Here, \( C_t x_t \) is the consensus nowcast and \( C_{t-1} x_t \) the lagged consensus forecast about today.

Coibion and Gorodnichenko (2015) find, however, that for a longer forecasting horizon, there is a systematic bias in the consensus forecast that is reflected in a dependence of forecast errors on forecast revisions. We should, therefore, check whether this is also the case for consensus nowcast revisions and possibly control for this when approximating news.

In particular, modifying the steps of Coibion and Gorodnichenko (2015) to the case of now-
casts, we have the following: whereas nowcast errors under rational expectations are given by

$$x_t - E_t x_t = \varepsilon_{t,t},$$ \hfill (9)

nowcast errors of the consensus might be given by

$$x_t - C_t x_t = \psi(C_t x_t - C_{t-1} x_t) + \varepsilon_{t,t},$$ \hfill (10)

for some value of $\psi$. Here, $\varepsilon_{t,t}$ is the rational expectations nowcast error that reflects information about period $t$ that is not yet available when forecasts in period $t$ are made.

Combining (9) and (10), we can write

$$E_t x_t = C_t x_t + \psi(C_t x_t - C_{t-1} x_t).$$ \hfill (11)

Taking the same equation in terms of expectations formed one period earlier and subtracting it from (11) gives, after rearranging,

$$\text{News}_{t,t} = E_t x_t - E_{t-1} x_t = (1 + \psi)(C_t x_t - C_{t-1} x_t) - \psi(C_{t-1} x_t - C_{t-2} x_t).$$ \hfill (12)

That is, we obtain an expression for news in terms of the observable consensus forecasts that is valid even when consensus revisions are inefficient.\footnote{Note that we have implicitly assumed that the value of $\psi$ obtained from the nowcast regression, (10), is also valid for one-period-ahead forecasts. For inflation and nominal GDP, the estimates of $\psi$ in both the nowcast regressions and an analogue one-period-ahead forecast regression are not statistically significantly different from zero. Here, it is, therefore, sensible to stick with $\psi = 0$. For real GDP and unemployment, it cannot be rejected that the estimates in the one-period-ahead forecast regressions are equal to values of $\psi$ that are obtained from the respective nowcast regressions. Therefore, we choose to stick with the estimates from the nowcast regressions for these two variables.}

The estimation results of (10) are presented in Appendix B. It turns out that for inflation and nominal GDP the resulting estimated value of $\psi$ is small and not statistically different from zero. For these variables, we therefore set $\psi = 0$ in (12) which then reduces to $\text{News}_{t,t} = C_t x_t - C_{t-1} x_t$. However, for real GDP and unemployment we find statistically significant values of $\psi$ so that $\text{News}_{t,t}$ depends on the current as well as on the lagged nowcast revision for these two variables.

Next, we need to replace $E_t x_{t+h}$ in Equation (8) with an observable. Taking the consensus forecast about period $t + h$ would not be a good enough approximation here. However, similar to Clarida et al. (1998) and Galí and Gertler (1999) and others, we can use the analog of (9)
for h-period ahead rational expectations,

$$x_{t+h} = E_t x_{t+h} + \varepsilon_{t,t+h},$$

(13)

where $\varepsilon_{t,t+h}$ is the current rational expectations error regarding period $t + h$. Again, this term reflects information about period $t + h$ that is not yet available when forecasts are made in period $t$. Moreover, to be as close as possible to the information set of forecasters, we use the first vintage realizations of the actuals in $t + h$. When considering actual realizations in this literature, using first vintages has become a standard procedure (see Bordalo et al. (2018a) and Coibion and Gorodnichenko (2015)). However, we also provide robustness in Appendix C.1 where we use final vintages. Further, a detailed description of our variables is given in Appendix A.

Using (13) and (12), we can write (8) as

$$F_{i,t} x_{t+h} = \beta_1 F_{i,t-1} x_{t+h} + \beta_2 x_{t+h} + \beta_3 C_{t-1} x_{t+h} + \beta_4 \text{News}_{t,t} + e_{i,t},$$

(14)

which can be estimated with empirical data. Note that the rational expectations error term $\varepsilon_{t,t+h}$ is orthogonal to all information dated $t$ and earlier by definition. Therefore, this term does not correlate with the variables on the RHS of (14), except for the term $x_{t+h}$.

Hence, in the empirical formulation of (14),

$$F_{i,t} x_{t+h} = \beta_1 F_{i,t-1} x_{t+h} + \beta_2 x_{t+h} + \beta_3 C_{t-1} x_{t+h} + \beta_4 \text{News}_{t,t} + e_{i,t},$$

(15)

we follow the approach of Clarida et al. (1998) and Gali and Gertler (1999) and instrument for $x_{t+h}$ using a GMM estimation. As instruments we take four lags of actual inflation, unemployment, the T-Bill rate and a measure of GDP. As these instruments are in forecasters’ time-$t$ information set, they are, by definition, not correlated with the current rational expectations error. Moreover, as all our actual variables are highly persistent, these lagged terms explain $x_{t+h}$ well. Further, we allow for clustering across individuals and time periods (two-way clustering) when calculating standard errors and when calculating the GMM weighting matrix.

---

Footnotes:

5 In the estimations where $x$ is inflation, unemployment or real GDP, we use real GDP as the relevant GDP measure, whereas in the estimations where $x$ is nominal GDP we use nominal GDP instead.

6 The $R^2$ in regressions of $x_{t+h}$ on the instruments always lie above 0.9.
Another specification of the model can be obtained by subtracting \( F_{i,t-1|x_{t+h}} \) from both sides of (14). We can then write

\[
F_{i,t|x_{t+h}} - F_{i,t-1|x_{t+h}} = (1 - \lambda)[(1 - \delta)(x_{t+h} - F_{i,t-1|x_{t+h}}) + \delta(C_{t-1|x_{t+h}} - F_{i,t-1|x_{t+h}})] \\
+ \gamma News_{t,t} - (1 - \lambda)(1 - \delta)\epsilon_{t,t+h} + \mu_{i,t}.
\]

(16)

Here, the revision in forecaster’s forecast about period \( t + h \) depends on how the actual realization deviates from the individuals’ lagged forecast. This term indicates how the forecast is revised (rationally) because of news about \( t + h \) in period \( t \), which was not yet available in period \( t - 1 \) (when the previous forecast was made). However, this rational updating to news is only partial, and, for another part, the revision depends on how the most recently observed consensus forecast deviates from the forecaster’s own previous forecast. Forecasters, hence, partly update their forecasts towards the consensus. Stickiness causes adjustments to be even more partial (i.e. smaller revisions), as can be seen from the scaling with \( 1 - \lambda \). Finally, there still is the extrapolation term, just as in (14), that leads to larger forecast revisions when there is positive news about the current period.

The empirical version of (16) is

\[
F_{i,t|x_{t+h}} - F_{i,t-1|x_{t+h}} = a_1(x_{t+h} - F_{i,t-1|x_{t+h}}) + a_2(C_{t-1|x_{t+h}} - F_{i,t-1|x_{t+h}}) \\
+ a_3 News_{t,t} + \epsilon_{i,t}.
\]

(17)

Analogue to (15), we estimate this equation using IV-GMM to instrument for \((x_{t+h} - F_{i,t-1|x_{t+h}})\). We adjust the above mentioned instruments accordingly by subtracting \( F_{i,t-1|x_{t+h}} \) from each of them.

4 Confronting the model with survey expectations

For our main results, we utilize expectations provided by the Survey of Professional Forecasters (SPF). The SPF is a quarterly survey published first in the fourth quarter of 1968 by the National Bureau of Economic Research and since 1990 published by the Federal Reserve Bank of Philadelphia. Around 40 participants provide forecasts about a variety of variables in the current and next four quarters.\(^7\) The survey is conducted at the end of the second month in

\(^7\)For some years, around the time where the Philadelphia FED took over, the SPF had exceptionally few respondents. However, this only amounts to roughly 170 observations of more than 5000. Excluding these
each given quarter. Hence, forecasters know the realizations of quarterly data up to quarter \( t - 1 \) and for unemployment up to the previous month. In our sample, forecasters stay in the survey for about 41 quarters on average.

As can be seen in Table 1, we calculate expectations about inflation, growth rates for nominal and real GDP, and the unemployment rate. As the consensus forecast, we take the median forecast of all forecasters in the panel. Further, for actual realizations of variables, we use the Real-Time Data Set for Macroeconomists of the Philadelphia FED. A detailed description of our variable construction is given in Appendix A. Finally, we follow Angeletos et al. (2020) by trimming outliers where forecast revisions lie more than 4 times the inter-quartile range from the median revision. Here, the inter-quartile range and median of revisions are calculated over the entire sample underlying the respective regression.

**Table 1:** Expectation data based on SPF

<table>
<thead>
<tr>
<th>Variable</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation</td>
<td>1970:Q1 - 2019:Q3</td>
</tr>
<tr>
<td>Nominal GDP Growth Rate</td>
<td>1970:Q1 - 2019:Q3</td>
</tr>
<tr>
<td>Real GDP Growth Rate</td>
<td>1970:Q1 - 2019:Q3</td>
</tr>
<tr>
<td>Unemployment Rate</td>
<td>1970:Q1 - 2019:Q4</td>
</tr>
</tbody>
</table>

*Note: The period covered for each variable may slightly vary with the forecasting horizon.*

Using this data, we fit both forecast revisions based on Equation (17) (in Section 4.1) and individual forecasts as in Equation (15) (in Section 4.2). Note that the coefficients in equation (17) identify the underlying theoretical model parameters exactly. This is equivalent to imposing a restriction on the estimation of Equation (15), which we subsequently test.

We start with presenting the results for one-period-ahead forecasts \( h = 1 \) and show result for \( h = 2 \) and \( h = 3 \) in Section 4.3. For a forecasting horizon of \( h = 4 \), no lagged individual forecasts about the same period are available, so we cannot perform our estimations for that case.

---

*We chose to calculate inflation expectations from expectations about the GDP price index as it covers the same time period as the rest of our variables. Expectations about the CPI inflation rate are available from 1981:Q3 only which we, therefore, do not consider.*

---

observations does not significantly affect our results.
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4.1 Fitting forecasting revisions

In Table 2, we present the results of the revisions regression, (17), for the SPF for the four different macroeconomic variables introduced above for the case of $h = 1$.

**Table 2:** Regression of Equation (17) with $h = 1$ based on SPF

Dependent Var.: $F_{t-1} - F_{t-1}$

<table>
<thead>
<tr>
<th></th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{t+1} - F_{t-1}x_{t+1}$</td>
<td>0.095***</td>
<td>0.155***</td>
<td>0.235***</td>
<td>0.184***</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.054)</td>
<td>(0.055)</td>
<td>(0.060)</td>
</tr>
<tr>
<td>$C_{t-1}x_{t+1} - F_{t-1}x_{t+1}$</td>
<td>0.453***</td>
<td>0.417***</td>
<td>0.311***</td>
<td>0.407***</td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td>(0.056)</td>
<td>(0.060)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>$News_{t,t}$</td>
<td>0.908***</td>
<td>0.840***</td>
<td>0.630***</td>
<td>0.634***</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.073)</td>
<td>(0.076)</td>
<td>(0.086)</td>
</tr>
</tbody>
</table>

$R^2$  

<table>
<thead>
<tr>
<th></th>
<th>0.66</th>
<th>0.70</th>
<th>0.66</th>
<th>0.70</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>5581</td>
<td>5613</td>
<td>5682</td>
<td>5850</td>
</tr>
</tbody>
</table>

*Note:*** $p<0.01$, ** $p<0.05$, * $p<0.1$. Estimates are rounded to the third digit after the comma.

In the table, we see that all included regressors significantly influence the individual revisions. Not surprisingly, and in line with earlier literature, this shows that the rational expectations hypothesis, i.e. in our case $\lambda = \gamma = \delta = 0$, is clearly rejected. Further, these results substantiate our proposed alternative: SPF forecasters indeed anchor their forecasts to their previous own forecast, extrapolate news about the current period into the future and make use of the lagged consensus forecast when forming their own expectations.

Next, we want to obtain estimates of $\lambda$, $\delta$ and $\gamma$. By comparing Equation (17) with (14) it follows that $\lambda = 1 - a_1 - a_2$, $\delta = \frac{a_2}{a_1 + a_2}$ and $\gamma = a_3$. For each variable, an estimate of $\lambda$, $\delta$ and $\gamma$ can so be obtained. We find estimates of stickiness ($\lambda$) lying between 0.41 and 0.45. The estimates of the extent to which individuals are not able to form their own rational expectations but instead use the most recent consensus forecast ($\delta$) vary from 0.57 to 0.83. Finally, the estimated extrapolation parameter ($\gamma$) lies between 0.63 and 0.91. More detailed results are presented in Table 4 which will be discussed in Section 4.3.
4.2 Performing a test

Next, we turn to the regression based on Equation (15). This specification is over-identified, as, according to our theoretical model, \( \beta_1 + \beta_2 + \beta_3 = \lambda + (1 - \lambda)\delta + (1 - \lambda)(1 - \delta) = 1 \). Hence, this specification provides a good opportunity to test the validity of the restriction that our model of expectation formation implies. When the sum of these three coefficients in this regression is close to 1, this indicates that expectation formation in the data is, at least to some extent, in line with our model.

**Table 3:** Regression of Equation (17) with \( h = 1 \) based on SPF

<table>
<thead>
<tr>
<th>Dependent Var.: ( F_{i,t}x_{t+1} )</th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 (F_{i,t-1}x_{t+1}) )</td>
<td>0.444***</td>
<td>0.427***</td>
<td>0.458***</td>
<td>0.414***</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>( \beta_2 (x_{t+1}) )</td>
<td>0.111***</td>
<td>0.162***</td>
<td>0.226***</td>
<td>0.270***</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.042)</td>
<td>(0.051)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>( \beta_3 (C_{t-1}x_{t+1}) )</td>
<td>0.447***</td>
<td>0.408***</td>
<td>0.323***</td>
<td>0.323****</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.045)</td>
<td>(0.057)</td>
<td>(0.056)</td>
</tr>
<tr>
<td>( \beta_4 (\text{News}_{t,t}) )</td>
<td>0.878***</td>
<td>0.831***</td>
<td>0.637***</td>
<td>0.535****</td>
</tr>
<tr>
<td></td>
<td>(0.040)</td>
<td>(0.062)</td>
<td>(0.074)</td>
<td>(0.083)</td>
</tr>
</tbody>
</table>

**Wald-Test on restriction \( \beta_1 + \beta_2 + \beta_3 = 1 \)**

<table>
<thead>
<tr>
<th></th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 + \beta_2 + \beta_3 = )</td>
<td>1.002</td>
<td>0.997</td>
<td>1.007</td>
<td>1.007</td>
</tr>
<tr>
<td>p-value</td>
<td>0.505</td>
<td>0.227</td>
<td>0.142</td>
<td>0.000</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.991</td>
<td>0.992</td>
<td>0.975</td>
<td>0.999</td>
</tr>
<tr>
<td>( n )</td>
<td>5581</td>
<td>5613</td>
<td>5682</td>
<td>5850</td>
</tr>
</tbody>
</table>

*Note:*** p<0.01, ** p<0.05, * p<0.1. Estimates are rounded to the third digit after the comma. The \( R^2 \) are extremely high because \( F_{i,t-1}x_{t+1} \) explains a very large portion of \( F_{i,t}x_{t+1} \). This is because period-to-period changes in expectations about a particular period are much smaller than period-to-period changes in the variable being forecast. Hence, the high \( R^2 \) are here not an indication of spurious correlations. This is confirmed by the fact that the estimates of \( \beta_1, \beta_2, \) and \( \beta_3 \) are very close to the estimates of the revision regression in Table 2. Moreover, the results even become equivalent when we estimate an ‘over-identified’ version of the revision regression by adding the lagged individual forecast as an additional regressor. The estimation results are presented in Table 3. Also, the sums of these three coefficients, \( \beta_1 + \beta_2 + \beta_3 \), are shown at the bottom of the table. Interestingly, these sums are surprisingly close to 1 across all variables and range from 0.997 to 1.007.

Further, to conduct a formal test, we use a Wald test to test whether \( \beta_1 + \beta_2 + \beta_3 = 1 \)
can be rejected. As can be seen there, this restriction cannot be rejected by the data at the 5% significance level for inflation, Nominal GDP and real GDP. Given the large amount of observations (over 5500 for these three variables), this is a strong indication that the restriction seems to have some validity, and that our model captures some important features of the data.\footnote{Using a (robust) F-Test for the validity of the restriction gives identical results, which is not surprising given a large number of observations and the asymptotic equivalence with the (robust) Wald-test in this case.}

In the case of unemployment, the Wald test does reject the restriction that $\beta_1 + \beta_2 + \beta_3 = 1$. Still, the sum of the three coefficients is quite close to 1 here (1.007). Therefore, the rejection reflects even smaller standard errors rather than a clear economically significant misspecification of the model.

It can further be seen in Table 3 that the estimated values of $\beta_2$, $\beta_3$ and $\beta_4$ are close to the estimates of $\alpha_1$, $\alpha_2$ and $\alpha_3$ in Table 2. This is further indication that the theoretical model is not rejected by the data, as these coefficients are equal to respectively $(1 - \lambda)(1 - \delta)$, $(1 - \lambda)\delta$ and $\gamma$ in both Equation (14) and Equation (16).

### 4.3 Forecasting horizon

Now, we consider results for different forecasting horizons. That is, we first estimate Equation (17) for $h = 2$ and for $h = 3$. The estimation results can be found in Tables 15 and 16, respectively, in Appendix D.

From the estimated coefficients, which are all statistically significant at the 1%-level, we again calculate estimates of the parameters $\lambda$, $\delta$ and $\gamma$, as described in Section 4.1. These are presented in Table 4 for the three different forecasting horizons.

<table>
<thead>
<tr>
<th>SPF</th>
<th>$\lambda$</th>
<th>$\delta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>h=1</td>
<td>h=2</td>
<td>h=3</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.45</td>
<td>0.52</td>
<td>0.76</td>
</tr>
<tr>
<td>NGDP</td>
<td>0.43</td>
<td>0.54</td>
<td>0.72</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.45</td>
<td>0.58</td>
<td>0.74</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.41</td>
<td>0.54</td>
<td>0.60</td>
</tr>
<tr>
<td>Average</td>
<td><strong>0.44</strong></td>
<td><strong>0.55</strong></td>
<td><strong>0.71</strong></td>
</tr>
</tbody>
</table>

In Table 4, it can be seen that the results for $h = 2$ and $h = 3$ are qualitatively in line with those discussed in Section 4.1. However, there are quantitative differences in the estimates of $\lambda$, $\delta$ and $\gamma$. In fact, there seems to be a clear pattern, where the estimates of $\lambda$ become
higher the larger the forecasting horizon, and the estimates of $\gamma$ become lower the larger the forecasting horizon. The latter, however, with the exception of unemployment. Although, individual estimates of $\delta$ fluctuate considerably, there does not seem to be a clear pattern that holds for all variables there.

It is intuitive that boundedly rational extrapolation of current news into future periods becomes weaker the further these periods lie in the future. That is, a forecaster may be considerably biased in her one-quarter-ahead forecast when she is surprised by a shock or news in the current period, but her three-quarter-ahead forecast may be considerably less distorted by what is currently happening in the economy. A lower value of the extrapolation parameter $\gamma$ for larger forecasting horizons is, therefore, understandable.

The finding that expectations become more sticky ($\lambda$ higher) as the forecasting horizons increases might be explained by a corresponding increase in forecasting uncertainty. In particular, there may be less (accurate) new information available about periods that lie further in the future than about periods that lie less far in the future. Forecasters have, therefore, less reason to revise their three-period-ahead forecast than they have to revise their forecast about the next quarter. As a consequence, they may respond to this by updating even less than would be rational and have a higher stickiness parameter for larger forecasting horizons. We obtain estimates of $\lambda$ that range from 0.41 and 0.76 across variables and horizons. The literature on stickiness and expectation smoothing finds values between 0.16 and 0.65 across different measures, forecasting horizons and data sources (Fuhrer, 2018; Ma et al., 2018; Bouchaud et al., 2019; Landier et al., 2019).

These results are qualitatively robust to using final vintages instead of first vintages for actual realizations in Equation (17), as well as to limiting the sample to post-1984 (i.e. where the Great Moderation started) or to the Great Moderation period (1984-2006). This is shown in, respectively, Appendix C.1 and Appendix C.2. However, individual estimates do quantitatively differ. Generally, the estimates of $\lambda$ tend to be a little bit lower in the more stable time-subsamples, whereas the estimates of $\gamma$ tend to be somewhat larger when final vintages are used.

Additionally, we run the unrestricted regression in Equation (15) for $h = 2$ and $h = 3$. We present the sum of the estimated coefficients $\beta_1, \beta_2$ and $\beta_3$ as well as the p-values of the Wald test on the restriction $\beta_1 + \beta_2 + \beta_3 = 1$ in Table 5. For comparison, we also summarize the results for $h = 1$ here again.
Table 5: Wald-Test on restriction $\beta_1 + \beta_2 + \beta_3 = 1$

<table>
<thead>
<tr>
<th>h=1 (SPF)</th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1 + \beta_2 + \beta_3 =$</td>
<td>1.002</td>
<td>0.997</td>
<td>1.007</td>
<td>1.007</td>
</tr>
<tr>
<td>p-value</td>
<td>0.505</td>
<td>0.227</td>
<td>0.142</td>
<td>0.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>h=2 (SPF)</th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1 + \beta_2 + \beta_3 =$</td>
<td>0.992</td>
<td>0.990</td>
<td>0.993</td>
<td>1.008</td>
</tr>
<tr>
<td>p-value</td>
<td>0.028</td>
<td>0.025</td>
<td>0.329</td>
<td>0.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>h=3 (SPF)</th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1 + \beta_2 + \beta_3 =$</td>
<td>1.001</td>
<td>0.993</td>
<td>0.989</td>
<td>1.008</td>
</tr>
<tr>
<td>p-value</td>
<td>0.851</td>
<td>0.134</td>
<td>0.133</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Note: Robust Wald-Test on the restriction $\beta_1 + \beta_2 + \beta_3 = 1$ in equation (15) for $h = 1, 2, 3$ (SPF). Test statistics are based on two-way clustered standard errors. Values are rounded to the third digit after the comma.

The results for $h = 2$ and $h = 3$ are generally in line with those of $h = 1$. The sums of coefficients are again close to 1, also for unemployment where the Wald test rejects an exact equality to 1. It can be seen in Table 5, though, that, for $h = 2$, the restriction $\beta_1 + \beta_2 + \beta_3 = 1$ is rejected at the 5%-level for inflation and nominal GDP (but not at the 1%-level). However, also here, the sums are quite close to 1.

5 Extensions

Below, we consider several extensions of the main estimations of the previous section. These help to provide more intuition and robustness. In Section 5.1, we study how we can interpret forecasters using the past consensus. In particular, we investigate whether this finding is limited to forecasters considering the consensus of the survey that they are participating in, or that, instead, our results indicate that forecasters may use a more general consensus in the economy. That is, we consider whether the consensus that forecasters base their expectations on might also have been obtained from other sources such as a different survey. Subsequently, we study the robustness of our results by using data of individual forecasts from the Livingston survey in Section 5.2. Finally, in Section 5.3, we consider an extension of the model of expectation formation where forecasts are also partly based on lagged observations of the variables being forecast (learning).
5.1 Consensus forecast from Livingston survey

In Section 4, it was assumed that the lagged consensus forecasts that the SPF forecasters base their expectations on is the median of the lagged individual forecasts of the SPF. It is, therefore, not clear whether the result that forecasters use this lagged median forecast should be interpreted as participants of the survey checking the latest publications of the survey that they are participating in, or that it can be interpreted more broadly. In this section, we investigate whether similar results would be obtained if the lagged consensus forecast is not obtained from the same survey that forecasters are participating in.

In particular, we perform similar estimations as in Section 4, but we let the lagged consensus forecast about the period being forecast, \( C_{t-1|x_{t+h}} \), no longer be equal to the lagged median forecast of the SPF. Instead, we set it equal to the median forecast of a different survey: the Livingston survey.

The Livingston survey was launched in June 1946 and is today published by the Federal Reserve Bank of Philadelphia twice a year. Forecasts relevant to this paper are made in June and December. Thus, only forecasts made in Q2 and in Q4 are available. This means we can only use the Livingston consensus as a lagged consensus forecast in the SPF estimations if we restrict ourselves to SPF individual forecasts made in Q1 and Q3. Moreover, forecasters in the Livingston survey are only asked to make predictions about two quarters and four quarters ahead. We can, hence, use the two-quarter-ahead consensus estimate in the SPF regression of \( h = 1 \) and the four-quarter-ahead consensus forecast for the SPF regression of \( h = 3 \) (since a lagged forecast in the regression must always have a horizon that is one period longer than the current individual forecast). For the \( h = 2 \) regressions, on the other hand, no suitable lagged consensus forecast is available from the Livingston survey.

A further restriction of data availability is that nowcasts are only reported from 1992 onward in the Livingston survey. For the two quarter ahead forecasts used in the \( h = 1 \) regression this is of no concern. However, for the \( h = 3 \) regressions we need to limit the sample to start in 1992, since no meaningful yearly growth rates can be calculated from a four-quarter-ahead index forecast without having a nowcast (see Appendix A for further details on how we calculate growth rates). Finally, we focus on nominal GDP, real GDP and unemployment only, as forecasts about the GDP price index are not available.

To see directly the effect of replacing the lagged consensus forecast of the SPF with the lagged consensus forecast of the Livingston survey, we first re-estimate the SPF model under
the same restrictions on the sample. That is, we throw out all observations with forecasts made in Q2 and Q4 and additionally limit the sample to post-1992 for $h = 3$. Next, we replace the consensus forecast with that of the Livingston survey and estimate the model with exactly the same samples.

We then calculate the values of $\lambda$, $\delta$ and $\gamma$ that are implied by these estimations. In Tables 6 and 7 we present the results, comparing the estimates of the SPF consensus specification with the estimates of the Livingston consensus specification. Table 6 corresponds to the case of $h = 1$, whereas Table 7 corresponds to the case of $h = 3$.

In the tables, it can immediately be seen that the estimates of $\delta$ for the Livingston consensus specification are still quite large, ranging from 0.41 to 0.96. If anything, these estimates are larger than in the corresponding SPF specification, and, in most cases, both estimates lie quite close to each other. This implies that replacing the SPF lagged consensus forecast with the lagged consensus forecast from the Livingston survey does not overturn the result that individual SPF forecasters, for a considerable part, use a lagged consensus rather than their own rational expectations.

Moreover, when making pairwise comparisons of the $\lambda$ and $\gamma$ estimates in case of SPF consensus and Livingston consensus for $h = 1$, it can be seen in Table 6 that the estimates of $\lambda$ are very close to each other, but that the estimates of $\gamma$ are somewhat more affected. However, qualitatively this does not change much. Finally, Table 7 shows that, for $h = 3$, the estimates of both $\lambda$ and $\delta$ are robust to the choice of consensus forecast.

All in all, it can, hence, be concluded that our estimation is quite robust to replacing the SPF consensus with the Livingston consensus. This is a clear indication that forecasters in the SPF are not responding to the lagged consensus from their own survey per se, but rather to a more general consensus among economic experts across the whole economy. Individual forecasters can obtain this general consensus from the lagged consensus of the SPF, but they might just as well obtain it from other sources.

### 5.2 Forecasts from Livingston survey

To further study the robustness of the results of Section 4, we next perform our estimations for the *individual forecasts* of the Livingston survey. As mentioned in the previous section, the survey is semi-annual, so that we only have observations of forecasts made in the second and fourth quarter. This also implies that the most recent lagged individual forecast was made two
Table 6: Estimates of behavioral parameters for different lagged consensus forecasts for h=1.

<table>
<thead>
<tr>
<th>h=1</th>
<th>λ</th>
<th>δ</th>
<th>γ</th>
<th>(Q1 &amp; Q3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGDP</td>
<td>0.46</td>
<td>0.47</td>
<td>0.70</td>
<td>0.74</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.46</td>
<td>0.46</td>
<td>0.58</td>
<td>0.54</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.41</td>
<td>0.44</td>
<td>0.61</td>
<td>0.96</td>
</tr>
<tr>
<td>Average</td>
<td>0.44</td>
<td>0.46</td>
<td>0.63</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 7: Estimates of behavioral parameters for different lagged consensus forecasts for h=3.

<table>
<thead>
<tr>
<th>h=3</th>
<th>λ</th>
<th>δ</th>
<th>γ</th>
<th>(Q1 &amp; Q3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGDP</td>
<td>0.69</td>
<td>0.68</td>
<td>0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.75</td>
<td>0.74</td>
<td>0.40</td>
<td>0.41</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.59</td>
<td>0.61</td>
<td>0.68</td>
<td>0.76</td>
</tr>
<tr>
<td>Average</td>
<td>0.68</td>
<td>0.68</td>
<td>0.63</td>
<td>0.66</td>
</tr>
</tbody>
</table>

quarters ago rather than in the previous quarter. Equation (17), hence, becomes

\[
F_{i,t} x_{t+h} - F_{i,t-2} x_{t+h} = a_1 (x_{t+h} - F_{i,t-2} x_{t+h}) + a_2 (C_{t-1} x_{t+h} - F_{i,t-2} x_{t+h}) + a_3 \text{News}_{t,t} + e_{i,t}. \tag{18}
\]

As we have shown in the previous section, the estimations are quite robust to whether we use the lagged consensus forecast of the SPF or of the Livingston survey. We, therefore, use the SPF lagged consensus in the above estimation equation, rather than the 2-quarter lagged consensus of the Livingston survey.\footnote{The later would bias the estimation because the consensus forecast in the estimation would then not be the most recent consensus forecast available to individual forecasters.} We also still proxy news with the SPF consensus revision rather than a Livingston consensus revisions, since the latter would be a revision over two quarters and would, hence, include old news in addition to current news.

Data for (18) are in the Livingston survey only available for h=2 and only from 1992 onward.\footnote{To be able to compute the lagged expected yearly growth rate for \( h = 2 \) implied by the level forecast of GDP, we need individual nowcasts. See also Appendix A. These nowcasts are available from 1992 only.} In order to be able to make a fair comparison between estimations based on individual forecasts of the Livingston survey with those based on individual forecasts of the SPF, we, therefore, first estimate (17) with SPF individual data for a similar sample. That is, we keep only observations form the second and fourth quarter and limit the sample to post-1992. Again, we
focus on nominal GDP, real GDP and the unemployment rate, as forecasts about the GDP price index are not available.

**Table 8:** Estimates of behavioral parameters for individual expectations in SPF and Livingston survey.

<table>
<thead>
<tr>
<th>h=2 (Q2 &amp; Q4)</th>
<th>SPF</th>
<th>Livingston</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGDP</td>
<td>0.50</td>
<td>0.32</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.53</td>
<td>0.31</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.52</td>
<td>0.31</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.52</strong></td>
<td><strong>0.31</strong></td>
</tr>
</tbody>
</table>

In Table 8, we compare the resulting estimates of $\lambda$, $\delta$, and $\gamma$. Here, it can be seen that the estimates of $\delta$ and $\gamma$, if anything, are even somewhat larger in the Livingston survey than in the SPF. That is, also in the Livingston survey, forecasters considerably use the lagged consensus forecast and extrapolate current news.

If we turn to the estimates of $\lambda$, a different picture arises. For all three variables, the extent to which forecasters in the Livingston survey anchor to their own lagged forecast seems to be around 40% smaller than for the SPF forecasters. A reasonable explanation for this could lie in the fact that participants in the Livingston survey made their previous forecast two quarters ago rather than one quarter ago. This, first of all, makes their previous forecasts more outdated and less relevant, and forecasters may realize this. Secondly, if stickiness in expectations is partly caused by a confirmation bias (Nickerson, 1998), then this bias is likely to be weaker when the previous forecast was formed a longer time ago. This is because a forecaster may be more inclined to defend, and stick with, a previously formed opinion or forecast (i.e., may have a stronger confirmation bias) if she formed this opinion/forecast in the more recent past. Along these lines, Zhu et al. (2012) find, for example, that subjects in their laboratory experiment were more likely the revise their opinion in response to new information when more time had past between the moment of the possible revision and the moment that the original opinion was formed.

### 5.3 An alternative deviation from rationality

As a final extension, we consider adding an additional bias to our model of expectation formation. In addition to stickiness, extrapolation and the dependence of expectations on lagged consensus
forecasts, one could imagine that forecasters also partly base their expectations on the most recent observation of the variable being forecast.

Such behavior in expectation formation is found in laboratory experiments in macroeconomic settings by, e.g., Pfajfar and Zakelj (2015) and Assenza et al. (2019). Moreover, when forecasters were using adaptive learning as in Evans and Honkapohja (2012), one would also expect to find that forecasts depend on, a.o., the lag of the variable being forecast.\footnote{Additionally, forecasts might then also depend on observations further in the past than the most recent lag and on lags of other variables. We have also checked for this. When adding other lags to our regressions, estimated coefficients on these lags are always very small and in most cases statistically insignificant.}

Furthermore, these different kinds of ‘backward-looking’ expectation formation processes can make expectations more persistent. Therefore, macroeconomic models that include some form of backward-looking expectation formation can improve the fit to the data compared to a specification with fully rational expectation (Branch, 2004; Milani, 2007; Slobodyan and Wouters, 2012; Cornea-Madeira et al., 2019). Based on these findings, it might be the case that basing forecasts on lagged observations is also an important deviation from full rationality that can explain forecasting behavior in survey data.

We, therefore, could consider a possible extension of the model, where forecasters may also partly base their forecast on the most recent observation of the variable that is being forecast. Modeling this in a similar way as the use of the lagged consensus forecast, (16) would become

\[
F_{i,t}x_{t+h} - F_{i,t-1}x_{t+h} = (1 - \lambda)[(1 - \delta_1 - \delta_2)(x_{t+h} - F_{i,t-1}x_{t+h}) + \delta_1(C_{t-1}x_{t+h} - F_{i,t-1}x_{t+h}) + \delta_2(x_{t-1} - F_{i,t-1}x_{t+h})] + \gamma \text{News}_{t,t} - (1 - \delta)(1 - \delta)\varepsilon_{t,t+h} + \mu_{i,t}, \tag{19}
\]

where we now denote the original \(\delta\) as \(\delta_1\), and where \(\delta_2\) is the extent to which forecasters form their forecast based on the most recent observation of the variable that is being forecast. If forecasters base their decisions on this variable in addition to the components of our proposed model of expectation formation, this should be reflected in the coefficient on the additional regressor, \(a_4\), in the following extension of (17):

\[
F_{i,t}x_{t+h} - F_{i,t-1}x_{t+h} = a_1(x_{t+h} - F_{i,t-1}x_{t+h}) + a_2(C_{t-1}x_{t+h} - F_{i,t-1}x_{t+h}) + a_3\text{News}_{t,t} + a_4(x_{t-1} - F_{i,t-1}x_{t+h}) + e_{i,t}. \tag{20}
\]

In Table 9 we present the estimates of \(a_4\), together with the corresponding P-value in brackets.
Table 9: Estimates of $a_4$ (the coefficient on $x_{t-1} - F_{i,t-1}x_{t+h}$) in (20) for different forecasting horizons.

<table>
<thead>
<tr>
<th></th>
<th>$h = 1$</th>
<th>$h = 2$</th>
<th>$h = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation</td>
<td>0.011 (0.508)</td>
<td>-0.016 (0.364)</td>
<td>0.011 (0.617)</td>
</tr>
<tr>
<td>NGDP</td>
<td>0.007 (0.501)</td>
<td>0.002 (0.905)</td>
<td>0.016 (0.251)</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.020 (0.174)</td>
<td>0.028 (0.112)</td>
<td>0.014 (0.312)</td>
</tr>
<tr>
<td>Unemployment</td>
<td>-0.019 (0.597)</td>
<td>0.050 (0.229)</td>
<td>0.066 (0.032)</td>
</tr>
</tbody>
</table>

Note: P-values are in brackets.

From the latter, it can be seen that for 11 of the 12 cases, the estimated coefficient is not statistically significant at the 5%-level (or even at the 10%-level). Moreover, the point estimates of $a_4$ are always small in size and even take on negative values in two cases. This confirms the findings of Fuhrer (2018) that stickiness in expectations (or expectations smoothing) can better explain the persistence found in survey expectations than backward-looking adaptive expectations or adaptive learning. Landier et al. (2019) draw similar conclusions from the expectations data of their laboratory experiment. Based on the above exercise, we see no convincing reason to extend our baseline model of expectation formation with an additional (backward-looking) bias.

6 Discussion: the (ir)rationality of using the lagged consensus forecast

In the previous sections, we found that individual forecasters, to a large extent, are not able to build their own rational expectations and, instead, partly base their forecasts on the lagged consensus forecast. This raises the question of how useful the lagged consensus forecast is as a source of information for individual forecasters.

Of course, the lagged consensus forecast might contain some important new information that agents should rationally take into account. Given that not all agents in the economy have rational expectations, expectations of other economic participants are an important determinant of what will happen to economic variables.

However, this does not explain the positive (and relatively large) values of $\delta$ that we have found in our estimations. If an individual forecaster was building rational expectations based on all information, including the lagged consensus, then her value of $\delta$ would be zero. After all,
the rational expectation forecast efficiently incorporates all information, including the lagged consensus forecast and the lagged consensus would not show up as an additional determinant of the individual forecast. A positive value of $\delta$, hence, means that instead of forming rational expectations, a forecaster is partly basing her forecast on what the most recent consensus forecast is.

To get some insight into the extent to which this is a reasonable thing to do, we compare mean squared forecast error (MSFE) of the individual forecasters in the surveys with the corresponding MSFE of the lagged consensus forecast. Thus, for each individual $i$ we take the MSFE, $\text{Mean}(F_{i,t}x_{t+h} - x_{t+h})^2$, over all periods ($t$) for which she was in the panel. We then compare this with the MFSE of the lagged consensus forecast, $\text{Mean}(C_{t-1}x_{t+h} - x_{t+h})^2$, about the same periods. This gives an indication of how well the individual performed relative to the lagged consensus forecast.

In particular, when the MSFE of the individual is larger than that of the lagged consensus forecast, then the individual was outperformed by the lagged consensus. In the top rows of the different panels of Table 10 we summarize, for different forecasting horizons, for how many forecasters in the sample this was the case.

**Table 10:** Percentage of forecasters outperformed by lagged consensus forecast

<table>
<thead>
<tr>
<th>h=1 (SPF)</th>
<th>Infl.</th>
<th>Nom. GDP</th>
<th>Real GDP</th>
<th>Unemp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outperformed by $C_{t-1}x_{t+h}$</td>
<td>30%</td>
<td>29%</td>
<td>29%</td>
<td>21%</td>
</tr>
<tr>
<td>$\text{Mean}(F_{i,t}x_{t+h} - x_{t+h})^2$</td>
<td>0.6</td>
<td>1.4</td>
<td>1.29</td>
<td>0.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>h=2 (SPF)</th>
<th>Infl.</th>
<th>Nom. GDP</th>
<th>Real GDP</th>
<th>Unemp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outperformed by $C_{t-1}x_{t+h}$</td>
<td>34%</td>
<td>37%</td>
<td>30%</td>
<td>25%</td>
</tr>
<tr>
<td>$\text{Mean}(F_{i,t}x_{t+h} - x_{t+h})^2$</td>
<td>1.23</td>
<td>2.70</td>
<td>2.58</td>
<td>0.39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>h=3 (SPF)</th>
<th>Infl.</th>
<th>Nom. GDP</th>
<th>Real GDP</th>
<th>Unemp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outperformed by $C_{t-1}x_{t+h}$</td>
<td>44%</td>
<td>50%$'$</td>
<td>43%$'$</td>
<td>33%</td>
</tr>
<tr>
<td>$\text{Mean}(F_{i,t}x_{t+h} - x_{t+h})^2$</td>
<td>2.11</td>
<td>4.4</td>
<td>4.2</td>
<td>0.68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>h=2 (LIV)</th>
<th>Infl.</th>
<th>Nom. GDP</th>
<th>Real GDP</th>
<th>Unemp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outperformed by $C_{t-1}x_{t+h}$</td>
<td>50%</td>
<td>35%</td>
<td>18%</td>
<td></td>
</tr>
<tr>
<td>$\text{Mean}(F_{i,t}x_{t+h} - x_{t+h})^2$</td>
<td>1.76</td>
<td>1.18</td>
<td>0.38</td>
<td></td>
</tr>
</tbody>
</table>

*Note: A $'$ indicates that individual forecasts are on average (across individuals and time) outperformed by the lagged consensus forecast.*

By looking at the table as a whole, it immediately stands out that the percentage of individ-
uals that was outperformed by the lagged consensus forecast lies between 18% and 50%. This is strikingly high, as the individuals can observe this lagged consensus forecast when making their forecast. Hence, they obviously have the opportunity to use this forecast when making their own forecast. Moreover, in the previous sections, we found evidence that they indeed, for a considerable part, do base their forecasts on the past consensus forecast. However, many forecasters are apparently still outperformed by this forecast.

The strong performance of the lagged consensus forecast relative to individual forecasts first of all confirms that using the consensus forecast as an alternative to rational expectations is a good choice for an individual that is not able to fully build a rational expectations forecast all by herself. The cognitive bias of Section 2.3 should, therefore, really be interpreted in this way, and not as irrational overweighting of the past consensus forecast.

This becomes even more clear when we consider the following. For many individuals, the lagged consensus forecast has a better forecasting performance than the individual forecasts that are made one period later. If such an “outperformed” forecaster would have decided to abandon all attempts to build her own forecast and instead always blindly submitted the observed past consensus forecast (for example from the SPF website), then her forecasting performance would on average have been better!

Considering the top three panels of Table 10 in some more detail, it can be seen that the larger the forecasting horizon, the more individuals of the SPF would have been better off by always blindly copying the lagged consensus forecast. This indicates that the more difficult the forecasting task, the larger individual errors might become and the worse the performance of individuals relative to the lagged consensus forecast. The bottom rows of the first three panels confirm that the MSFE across individuals and time periods indeed increases considerably as the forecasting horizon increases. This holds for all variables. While the MSFE of the consensus forecast also increases as the horizons increases, it does so to a lesser extent, so that more individuals are outperformed by the lagged consensus forecast for larger forecasting horizons.

Moreover, for nominal GDP and real GDP, for a forecasting horizon of three periods (marked with a ') we even find that, when we compare the MSFE of all individuals and all time periods with the MSFE of the corresponding lagged consensus forecasts, the individual forecasts are, on average, outperformed by the lagged consensus forecasts.

Finally, turn to the bottom panel of Table 10 that displays the results for the Livingston survey for a forecasting horizon of $h = 2$. The MSFE in the Livingston survey (bottom row) are
smaller than those of the SPF (bottom row of the second panel). This is because the sample starts in 1992 where all variables were generally more stable and better forecastable. However, even in these more stable times, even more forecasters of the Livingston survey would have been better off by always copying the lagged (SPF) consensus nominal and real GDP forecasts than the forecasters in the SPF for the same forecasting horizon.

7 Conclusion

We have constructed a theoretical model of expectation formation and confronted it with survey expectations. We consider forecasting data of four important macroeconomics variables: inflation, nominal GDP, real GDP and the unemployment rate. We confirm that forecasters in the Survey of Professional Forecasters and the Livingston survey have stickiness in their expectations in the sense that their forecasts are biased toward their own past forecast. Moreover, we find that forecasters overly extrapolate news (surprises) about the current period into the future, which further biases their forecasts.

Also, we find that forecasters are not able to come up with their own rational forecasts but, instead, partly rely on the most recent consensus forecast about the period that they are forecasting. They can observe this consensus of economic experts from the website of their survey, but could also get it from other sources. In particular, we have shown that they are not basing their forecast on the survey that they are participating in per se, but that the past consensus forecast rather is a more general public signal that can also be obtained from, e.g., a different survey.

According to our proposed model of expectation formation, the sum of the coefficients in front of an individual’s lagged own forecast, the lagged consensus forecast and the lagged realization of the variable being forecast should be equal to 1. When we estimate an over-identified specification of our model, the sum of these coefficients always lies very close to 1. Moreover, the null hypothesis that the sum is equal to 1 can, in most cases, not be rejected. This gives support to the validity of the proposed model.

We also obtained estimates of the behavioral parameters in our model with a revision regression that is not over-identified. For the SPF, we find stickiness estimates between 0.41 and 0.76, depending on the forecasting horizon. Larger forecasting horizons seem to imply more stickiness in expectations. Meanwhile, estimates of the extrapolation parameter of current news
lie between 0.18 and 0.91, with larger forecasting horizons implying smaller estimates for most variables.

Regarding the lagged consensus forecast, we find that forecasters put weights between 0.23 and 0.83 on the most recently observed consensus forecast rather than on a rational expectations forecast that they would have to build themselves. It, therefore, seems that individual forecasters have a hard time processing all available information and news and building a rational expectations forecast. We find, however, that using the lagged consensus forecast to form expectations then is a reasonable thing to do. In fact, depending on the forecasting horizon and the variable being forecast, up to 50% of the forecasters in the survey would have been better of in terms of forecasting performance if they would have abandoned all attempts to build their own forecast and instead blindly submitted the most recently observed consensus forecast in every period.

In the individual forecasts of the Livingston survey, all three biases are also present. However, the estimates of the stickiness parameter lie here between 0.30 and 0.32 which is considerably smaller than the stickiness found in the SPF for the same forecasting horizon. This can be explained by the fact that the survey is semi-annual so that the previous forecast that a forecaster made was half a year ago rather than one quarter ago. This could make this previous forecast more outdated and could reduce the magnitude of a confirmation bias.

Finally, we find that lagged realizations of variables being forecast have little to no explanatory power and are often statistically insignificant when added to our model. This indicates that the biases in our proposed model can better explain individual survey expectations than alternative, backward-looking biases.
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A Variable Construction

For the price deflator, nominal GDP and real GDP, the data is about levels (indexes), and we turn these into growth rates. To construct yearly growth rates of actual realizations, we take the first vintages of the level and divide it by the corresponding lag (four quarters earlier) of the same vintage. For individual forecasts, we divide the forecast by the actual realization four quarters before the period that is being forecast. Here, we use the most up-to-date vintage at the time the forecast was made, to be as close as possible to the information sets of forecasters. For four-quarter-ahead forecasts, the actual realization of the corresponding lag is not available yet at the time the forecast was made. For that case, we divide the individual’s forecast by her nowcast. Below, we give detailed formulas for all cases.

A.1 SPF

- Constructing growth rates $x$ for $y \in \{\text{Price Deflator, Nominal GDP, Real GDP}\}$, where $y_{a|b}$ denotes vintage $b$ data about the period $a$ realization of $y$.

  - actual realizations in $t + h$ for $h = -1, 1, 2, 3$: $x_{t+h} = \frac{y_{t+h|t+h+1}}{y_{t+h-4|t+h+1}} - 1$
  - individual forecast in $t$ for $h = 1, 2, 3$: $F_{i,t}x_{t+h} = \frac{F_{i,t}y_{t+h}}{y_{t+h-4|t}} - 1$
  - individual forecast in $t - 1$ for $h = 1, 2$: $F_{i,t-1}x_{t+h} = \frac{F_{i,t-1}y_{t+h}}{y_{t+h-4|t-1}} - 1$
  - individual forecast in $t - 1$ for $h = 3$: $F_{i,t-1}x_{t+3} = \frac{F_{i,t-1}y_{t+3}}{F_{i,t-1}y_{t-1}} - 1$
  - consensus forecast in $t - 1$ for $h = 1, 2$: $C_{t-1}x_{t+h} = \frac{C_{t-1}y_{t+h}}{y_{t+h-4|t-1}} - 1$
  - consensus forecast in $t - 1$ for $h = 3$: $C_{t-1}x_{t+3} = \frac{C_{t-1}y_{t+3}}{C_{t-1}y_{t-1}} - 1$
  - consensus nowcast: $C_{tx_t} = \frac{C_{t}y_{t}}{y_{t-4|t}} - 1$
  - consensus forecast in $t - 1$ about $t$: $C_{t-1}x_{t} = \frac{C_{t-1}y_{t}}{y_{t-4|t-1}} - 1$
  - consensus forecast in $t - 2$ about $t$ (used for Real GDP only): $C_{t-2}x_{t} = \frac{C_{t-2}y_{t}}{y_{t-4|t-2}} - 1$

- Unemployment

  - actuals in $t + h$ for $h = -1, 1, 2, 3$: $x_{t+h|t+h+1}$
  - for $h = 1, 2, 3$: $F_{i,t}x_{t+h}, F_{i,t-1}x_{t+h}, C_{t-1}x_{t+h}$
  - consensus nowcast and forecasts about $t$: $C_{tx_t}, C_{t-1}x_{t}, C_{t-2}x_{t}$
A.2 Livingston

- Constructing growth rates $x$ for $y \in \{\text{Nominal GDP, Real GDP}\}$

  - actuals: $x_{t+2} = \frac{y_{t+2} - y_{t+3}}{y_{t+3}}$

  - individual forecast in $t$: $F_{i,t}x_{t+2} = \frac{F_{i,t}y_{t+2}}{y_{t+3}} - 1$

  - individual forecast in $t-2$: $F_{i,t-2}x_{t+2} = \frac{F_{i,t-2}y_{t+2}}{F_{i,t-2}y_{t+3}} - 1$

  - consensus forecasts in $t-1$ used in regressions with individual SPF forecasts: $C_{LIV}^{t-1}x_{t+1} = \frac{C_{LIV}^{t-1}y_{t+1}}{y_{t-3}} - 1$, $C_{LIV}^{t-1}x_{t+3} = \frac{C_{LIV}^{t-1}y_{t+3}}{C_{LIV}^{t-1}y_{t-1}} - 1$

- Unemployment

  - actuals: $x_{t+2|t+3}$

  - individual forecasts: $F_{i,t}x_{t+2}$, $F_{i,t-1}x_{t+2}$

  - consensus forecasts used in regressions with individual SPF forecasts: $C_{LIV}^{t-1}x_{t+1}$, $C_{LIV}^{t-1}x_{t+3}$

B News and Consensus Nowcast Regressions

In order to approximate $News_{t,t}$, we estimate (10), the results of which are given in Table 11. For inflation and nominal GDP, the estimation shows that the consensus nowcast is unbiased. For real GDP and unemployment there is a bias. The magnitude of this bias is, however, relatively small compared to the estimates of Coibion and Gorodnichenko (2015) for the three quarter ahead consensus forecast which range from 1.02 to 1.23 for inflation. Nonetheless, we correct for the bias in the consensus nowcast revisions of real GDP and unemployment by using equation (12), with $\psi$ taken from Table 11.

C Robustness checks

C.1 Final vintages

In this appendix, we consider the robustness of our results if the actual realization of the respective variable in (17) is based on final vintages instead of first vintages. Correspondingly, we also take final vintages of the lagged actual realizations that are used as instruments in the IV-GMM estimations. Even though most of the literature so far uses first vintages, it can be argued that
Table 11: SPF Consensus Nowcast Regressions
Dependent Var.: $x_t - C_t x_t$

<table>
<thead>
<tr>
<th></th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.034***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>$C_t x_t - C_{t-1} x_t$</td>
<td>0.056</td>
<td>0.030</td>
<td>0.165**</td>
<td>0.23***</td>
</tr>
<tr>
<td></td>
<td>(0.098)</td>
<td>(0.083)</td>
<td>(0.074)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.006</td>
<td>0.002</td>
<td>0.046</td>
<td>0.17</td>
</tr>
<tr>
<td>$n$</td>
<td>204</td>
<td>204</td>
<td>204</td>
<td>205</td>
</tr>
</tbody>
</table>

Note: OLS estimation of equation (10) including a constant. Newey-West standard errors are in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Estimates are rounded to the third decimal.

the econometrician should use final vintages of the actual data that agents are trying to forecast (Angeletos et al., 2020).

Table 12: Estimates of behavioral parameters for different forecasting horizons (final vintage actual).

<table>
<thead>
<tr>
<th>SPF</th>
<th>$\lambda$</th>
<th>$\delta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>h=1</td>
<td>h=2</td>
<td>h=3</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.46</td>
<td>0.52</td>
<td>0.73</td>
</tr>
<tr>
<td>NGDP</td>
<td>0.44</td>
<td>0.55</td>
<td>0.73</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.47</td>
<td>0.58</td>
<td>0.75</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.41</td>
<td>0.54</td>
<td>0.61</td>
</tr>
<tr>
<td>Average</td>
<td>0.45</td>
<td>0.55</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 12 provides the resulting estimates of $\lambda$, $\delta$ and $\gamma$. Comparing the results in Table 12 with the results in Table 4, it can be seen that the estimates of $\lambda$ are very much the same. The estimates for $\delta$ and $\gamma$ are quantitatively somewhat different, but no general pattern arises that holds for all variables and forecasting horizons. If anything, estimates of $\gamma$ are somewhat larger when final vintages are used. In any case, the qualitative differences between forecasting horizons of Table 4 remain when we use final vintages.

C.2 Time subsamples

In this appendix, we consider robustness with respect to different time subsamples. In particular, we are interested in answering the question of whether behavioral biases in expectation formation are different in a more stable economic environment. Therefore, we investigate whether the
estimates of our model parameters are different if we limit the sample to the post-1984 \( (\text{exclusion of pre - Great Moderation period}) \) and, secondly, to 1984-2006 \( (\text{Great Moderation}) \).

Tables 13 and 14 present the estimates of \( \lambda, \delta \) and \( \gamma \) when we limit the sample to start at 1984Q1 and to the Great Moderation, respectively.

**Table 13:** Estimates of behavioral parameters for different forecasting horizons \( (\text{post-1984}) \).

<table>
<thead>
<tr>
<th>SPF</th>
<th>( \lambda ) h=1</th>
<th>( \delta ) h=1</th>
<th>( \gamma ) h=1</th>
<th>( \lambda ) h=2</th>
<th>( \delta ) h=2</th>
<th>( \gamma ) h=2</th>
<th>( \lambda ) h=3</th>
<th>( \delta ) h=3</th>
<th>( \gamma ) h=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation</td>
<td>0.40</td>
<td>0.50</td>
<td>0.71</td>
<td>0.86</td>
<td>0.67</td>
<td>0.49</td>
<td>0.92</td>
<td>0.84</td>
<td>0.28</td>
</tr>
<tr>
<td>NGDP</td>
<td>0.40</td>
<td>0.48</td>
<td>0.68</td>
<td>0.77</td>
<td>0.37</td>
<td>0.29</td>
<td>0.95</td>
<td>0.69</td>
<td>0.32</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.43</td>
<td>0.53</td>
<td>0.70</td>
<td>0.64</td>
<td>0.32</td>
<td>0.31</td>
<td>0.72</td>
<td>0.53</td>
<td>0.18</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.40</td>
<td>0.51</td>
<td>0.60</td>
<td>0.62</td>
<td>0.65</td>
<td>0.66</td>
<td>0.59</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>Average</td>
<td>0.41</td>
<td>0.51</td>
<td>0.67</td>
<td>0.72</td>
<td>0.50</td>
<td>0.44</td>
<td>0.80</td>
<td>0.68</td>
<td>0.36</td>
</tr>
</tbody>
</table>

**Table 14:** Estimates of behavioral parameters for different forecasting horizons \( (\text{Great Moderation, 1984-2006}) \).

<table>
<thead>
<tr>
<th>SPF</th>
<th>( \lambda ) h=1</th>
<th>( \delta ) h=1</th>
<th>( \gamma ) h=1</th>
<th>( \lambda ) h=2</th>
<th>( \delta ) h=2</th>
<th>( \gamma ) h=2</th>
<th>( \lambda ) h=3</th>
<th>( \delta ) h=3</th>
<th>( \gamma ) h=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation</td>
<td>0.36</td>
<td>0.49</td>
<td>0.67</td>
<td>0.85</td>
<td>0.72</td>
<td>0.57</td>
<td>0.93</td>
<td>0.87</td>
<td>0.31</td>
</tr>
<tr>
<td>NGDP</td>
<td>0.42</td>
<td>0.48</td>
<td>0.64</td>
<td>0.84</td>
<td>0.69</td>
<td>0.36</td>
<td>0.98</td>
<td>0.77</td>
<td>0.19</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.41</td>
<td>0.54</td>
<td>0.69</td>
<td>0.81</td>
<td>0.63</td>
<td>0.60</td>
<td>0.78</td>
<td>0.59</td>
<td>0.17</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.42</td>
<td>0.52</td>
<td>0.59</td>
<td>0.70</td>
<td>0.71</td>
<td>0.74</td>
<td>0.62</td>
<td>0.65</td>
<td>0.64</td>
</tr>
<tr>
<td>Average</td>
<td>0.40</td>
<td>0.51</td>
<td>0.65</td>
<td>0.80</td>
<td>0.69</td>
<td>0.57</td>
<td>0.83</td>
<td>0.72</td>
<td>0.33</td>
</tr>
</tbody>
</table>

In the tables, it can be seen that the individual estimates quantitatively differ from those of the full sample in Table 4. Generally, the estimates of \( \lambda \) tend to be a little bit lower in the more stable time-subsamples. However the estimates of the three model parameters remain of a similar order of magnitude, and the dependence of \( \lambda \) and \( \gamma \) on the forecasting horizon that was discussed in Section 4.3 remains.

**D Additional Tables**
### Table 15: Regression of Equation (17) with $h = 2$ based on SPF
Dependent Var.: $F_{i,t}x_{t+2} - F_{i,t-1}x_{t+2}$

<table>
<thead>
<tr>
<th></th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{t+2} - F_{i,t-1}x_{t+2}$</td>
<td>0.137***</td>
<td>0.276***</td>
<td>0.270***</td>
<td>0.204***</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.065)</td>
<td>(0.062)</td>
<td>(0.048)</td>
</tr>
<tr>
<td>$C_{t-1}x_{t+2} - F_{i,t-1}x_{t+2}$</td>
<td>0.342***</td>
<td>0.181***</td>
<td>0.151***</td>
<td>0.258***</td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td>(0.069)</td>
<td>(0.064)</td>
<td>(0.049)</td>
</tr>
<tr>
<td>$News_{t,t}$</td>
<td>0.755***</td>
<td>0.726***</td>
<td>0.543***</td>
<td>0.561****</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td>(0.083)</td>
<td>(0.077)</td>
<td>(0.082)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.57</td>
<td>0.56</td>
<td>0.49</td>
<td>0.59</td>
</tr>
<tr>
<td>$n$</td>
<td>5545</td>
<td>5560</td>
<td>5566</td>
<td>5869</td>
</tr>
</tbody>
</table>

Note: *** p<0.01, ** p<0.05, * p<0.1. Estimates are rounded to the third digit after the comma.

### Table 16: Regression of Equation (17) with $h = 3$ based on SPF
Dependent Var.: $F_{i,t}x_{t+3} - F_{i,t-1}x_{t+3}$

<table>
<thead>
<tr>
<th></th>
<th>Inflation</th>
<th>Nominal GDP</th>
<th>Real GDP</th>
<th>Unemp. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{t+3} - F_{i,t-1}x_{t+3}$</td>
<td>0.175***</td>
<td>0.211***</td>
<td>0.133***</td>
<td>0.126***</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.043)</td>
<td>(0.033)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>$C_{t-1}x_{t+3} - F_{i,t-1}x_{t+3}$</td>
<td>0.070***</td>
<td>0.064***</td>
<td>0.126***</td>
<td>0.274***</td>
</tr>
<tr>
<td></td>
<td>(0.031)</td>
<td>(0.047)</td>
<td>(0.041)</td>
<td>(0.034)</td>
</tr>
<tr>
<td>$News_{t,t}$</td>
<td>0.223***</td>
<td>0.307***</td>
<td>0.176***</td>
<td>0.643****</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.073)</td>
<td>(0.046)</td>
<td>(0.062)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.28</td>
<td>0.24</td>
<td>0.23</td>
<td>0.52</td>
</tr>
<tr>
<td>$n$</td>
<td>5301</td>
<td>5327</td>
<td>5268</td>
<td>5558</td>
</tr>
</tbody>
</table>

Note: *** p<0.01, ** p<0.05, * p<0.1. Estimates are rounded to the third digit after the comma.
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