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Replications of replications suggest that prior failures to replicate 
were not due to failure to replicate well 
 
Center for Open Science, Charlottesville, VA 
 
Critics said that a well-known psychology replication project failed to replicate findings because 
the replications had problems. Replications of the replications suggest otherwise. 
 
 
The Reproducibility Project: Psychology (RP:P; Open Science Collaboration, 2015, Science) 
produced a surprising, even alarming, result.  Attempts to replicate 100 published findings in 
psychology succeeded less than 40% of the time. This prompted global interest and debate 
about the credibility of psychological research. One critique (Gilbert et al., 2016, Science) 
asserted that some failures to replicate were a consequence of inadequate sample size (low 
power) and the replicators’ failure to adhere to experts’ insight for designing the replication 
studies.  A team of 171 researchers tested whether these arguments had merit by conducting 
new replications of the replications.  Today, the project is published as 11 articles comprising 
the entire Fall issue of the Association for Psychological Science journal Advances in Methods 
and Practices in Psychological Science. The findings cast doubt on Gilbert and colleagues’ 
conclusions.  A dramatic increase in sample size and expert peer review of 10 replication 
designs before conducting the studies did not increase replicability of the original findings.  If the 
original findings are replicable, then the conditions necessary to observe them are not yet 
understood. 
 
The team examined 10 of the 11 findings from the RP:P that had been labeled by replication 
teams as “not endorsed” by original authors.1 These were studies in which the original authors 
had expressed reservations about the replication methodology that the original replication team 
did not completely address. The Many Labs 5 replication teams then revised the protocol to 
improve adherence to expert advice, and submitted the protocol to formal peer review before 
conducting the study at the journal.  Replication teams addressed reviewer feedback until the 
revised protocol was accepted by the editor and then preregistered.  Then, replication teams 
administered the revised replication protocol and the RP:P replication protocol to samples in 
multiple laboratories.  This way, there would be a direct comparison of whether the expert 
feedback improved replicability of the original findings.  The protocols were administered in 3 to 
9 laboratories (median 6.5) to a total sample size of 276 to 3512 (median 1279.5), more than 
16x larger than the original studies that generated the novel findings (median 76). 
 

 
1 The team could not recruit a sufficient number of labs to conduct replications of the 11th to include it in 
the investigation.  



Two formal analysis strategies for testing whether the Revised protocol improved replicability 
compared to the RP:P protocol failed to find robust evidence of improvement.  Descriptively, the 
median effect size for the Revised replication protocol (r = .05) was similar to the RP:P 
replication protocol (r = .04) and the original RP:P replications (r = .11).  And, all of them were 
smaller than the original studies (r = .37). Charlie Ebersole, lead author of the project and 
Postdoctoral Associate at the University of Virginia, said “We tested whether revising the 
replication protocols based on expert reviews could improve replicability of the findings, and we 
found that it had no meaningful impact on these findings.  Overall, the effects generated by the 
original replications were very similar to those generated by our revised protocols. Looking at all 
of these replications, our evidence suggests that the original studies may have exaggerated the 
existence or size of the findings.” Added co-author Christopher Chartier, Associate Professor of 
Psychology at Ashland University, “If the original findings are credible, the conditions necessary 
for obtaining them are not yet known.” 
 
Hans IJzerman, co-author and Associate Professor at Université Grenoble Alpes, noted that 
“These results do not suggest that expertise is irrelevant. It could be that this particular selection 
of studies--ones that had already failed to replicate--were unlikely to improve no matter what 
expert feedback was provided. It will be interesting to conduct follow-up research on findings 
that are known to be replicable but have complex methodologies to help assess the role of 
expertise in achieving replicable results.”  Hugh Rabagliati, co-author and Reader in Psychology 
at Edinburgh University added “There were hints that some of the findings may be replicable, 
and perhaps even slightly more so with the revised protocols for one or two of them. However, 
overall, the cumulative evidence was 78% smaller than the original studies alone on average. 
And, because we had very large samples, our findings had much more precision than the 
original studies.” 
 
The findings are evidence against the hypothesis that the earlier failures to replicate these 10 
studies were due to deficiencies in power and adherence to expert feedback.  Meta-analyses 
combining the original finding and all replication studies indicated just 4 having statistically 
significant results (p < .05) and 3 of those weakly so. Future research may identify still 
conditions that improve replicability of these findings. “For now, the cumulative evidence 
suggests that the effects are weaker than original suggests or not yet established as a reliable 
finding,” concluded Erica Baranski, co-author and Postdoctoral Researcher at the University of 
Houston.   
 
The original findings were published in 2008. Since recognition of replicability challenges, the 
field of psychology has undergone substantial changes in its research practices to improve rigor 
and transparency, with the presumption that it will likewise improve replicability. For example, 

● Many psychology journals have updated their policies to improve transparency and 
promote reproducibility, such as adoption of Registered Reports (http://cos.io/rr/). For 
example, the most progressive journals as rated by TOP Factor (http://cos.io/top/; 
http://topfactor.org/) and index of transparency and openness policies are heavily 
represented by psychology journals. 



● A metascience research community in psychology emerged as a grassroots effort. This 
movement is self-scrutinizing the field’s practices and findings and testing innovations to 
improve research practices. An example is the Meta-Research Center at Tilburg School 
of Social and Behavioral Sciences (https://metaresearch.nl/) that arose in the aftermath 
of the Dederick Stapel fraud case at Tilburg. 

● Recent surveys of researcher behaviors suggest a dramatic increase in psychologists 
behaviors to improve rigor and transparency, particularly in increasing rates of 
preregistrations and sharing data, materials, and code 
(https://osf.io/preprints/metaarxiv/5rksu/). The Open Science Framework (http://osf.io), 
for example, now has more than 260,000 registered users that have registered more 
than 50,000 studies and shared more than 8 million files. About 4 million researchers will 
have accessed and downloaded that shared content, just in 2020.  OSF is used by 
researchers from all disciplines, but had its origins and initial adoption by psychologists 
seeking to change the research culture toward openness and reproducibility. 

 
“If psychology’s reform continues to improve the transparency and rigor of research, I expect 
that future replication efforts will demonstrate the tangible impact of those improvements on 
research credibility,” concluded Brian Nosek, senior author and Executive Director of the Center 
for Open Science. 
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