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Figure 1: Two participants with embodied avatars in our remote collaboration scenario. They are negotiating which items are
most or least important to their survival in NASA’s Survival on the Moon task, using either VR controllers or hand tracking
with or without verbal communication.

Abstract
Advancing virtual reality technologies are enabling real-time virtual-
face to virtual-face communication. Hand tracking systems that
are integrated into Head-Mounted Displays (HMD) enable users to
directly interact with their environments and with each other using
their hands as opposed to using controllers. Due to the novelties of
these technologies our understanding of how they impact our in-
teractions is limited. In this paper, we investigate the consequences
of using different interaction control systems, hand tracking or
controllers, when interacting with others in a virtual environment.
We design and implement NASA’s Survival on the Moon teamwork
evaluation exercise in virtual reality (VR) and test for effects with
and without allowing verbal communication. We evaluate social
presence, perceived comprehension, team cohesion, group synergy,
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task workload, as well as task performance and duration. Our find-
ings reveal that audio communication significantly enhances social
presence, perceived comprehension, and team cohesion, but it also
increases effort workload and negatively impacts group synergy.
The choice of interaction control systems has limited impact on
various aspects of virtual collaboration in this scenario, although
participants using hand tracking reported lower effort workload,
while participants using controllers reported lower mental work-
load in the absence of audio.
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1 Introduction
Remote collaboration has significantly increased in recent years as
more workplaces allow for hybrid and remote work. Many people
regularly use video conferencing applications (Zoom, Facetime, MS
Teams, etc.) for meetings, task collaboration, and even to socialize.
However, challenges persist with the technology that limit effec-
tiveness of communication such as issues achieving correct eye
contact [16], difficulties pointing to things [46], and significant be-
havioral differences, particularly regarding gestures [3]. Embodied
virtual reality (VR) and shared immersive virtual environments
could provide solutions to some of these issues. In these environ-
ments, users are represented as virtual avatars that enable users to
exhibit their own movements to some extent in the virtual space.
Embodied VR shows promise of being an effective form of remote
collaboration, enabling natural interactions and social presence
levels similar to face-to-face conversation [91]. Current consumer
VR devices perform head and hand movement tracking via tracked
controllers, and several even track the hands and finger motions
without controllers. Hand tracking is particularly important when
it comes to communication in VR as it can enable natural commu-
nicative gestures that might not be possible using controllers alone.
While previous research has evaluated the usage of hand tracking
compared to controllers when interacting with objects in VR [61],
the influence of detailed hand tracking for remote collaboration in
VR has yet to be studied.

In this paper, we study the influence of detailed tracked hand and
finger motions compared to controller driven hand movement with
several button-mapped gestures in a real-time collaborative task
involving communicating with another person as well as interact-
ing with objects. In a between-subjects study, dyads of participants
embody avatars in a shared virtual environment, solving NASA’s
Survival on the Moon [36] teamwork evaluation exercise individ-
ually then collaboratively. Dyads experienced one of two control
modes: Hand Tracking and VR Controllers. To further isolate the
effects of hand tracking on communication, we manipulate verbal
communication by either enabling or disabling the transmission of
participants’ voices. We measure participants’ levels of social pres-
ence, perceived comprehension, team cohesiveness, group synergy,
task workload, task performance, and duration.

Our findings reveal that audio communication is essential for a
robust VR experience, finding significant positive impact on social
presence, perceived comprehension, and team cohesion. However,
an added audio channel may have surprising drawbacks in a negoti-
ation task. The added discussion enabled by the audio channel had
participants working longer and harder and ultimately with worse
score improvement (synergy) from the individual phase. We find
little in the way of results for interaction controls which may imply
that, in this type of setting and task, hand tracking and VR con-
trollers are equivalent for many aspects of communication, though
participants using the VR controllers did report working harder
to achieve their level of performance. Participants reported higher
mental workload when using hand tracking with no audio than
with VR controllers and no audio, which might hold implications
of trying to gesturally communicate without audio.

2 Related Work
Claude Shannon considered communication as a form of infor-
mation processing [87], where a “transmitter” sends a message
through a channel to a “receiver.” However, the information trans-
mitted picks up “noise” along the way, thus degrading the quality
of communication. If we consider VR as a channel or system of
communication, discussed by Biocca and Levy as early as 1995 [14],
then we must consider that using this channel may alter the com-
munication that is traditionally transmitted face-to-face. Though
still a long way from matching the richness of face-to-face commu-
nication, a growing body of research suggests VR is a promising
channel for natural remote collaboration and communication [2].

2.1 Communication and Collaboration in VR
Several studies have compared collaboration in virtual reality to
other types of remote collaboration and found that VR collaboration
has similarities to face-to-face collaboration, especially when em-
bodied avatars are used. For a collaborative task involving planning
furniture placement, Smith & Neff [91] found comparable social
presence between embodied VR and face-to-face interactions even
with low-quality avatars. Abdullah et. al. [3] compared videoconfer-
encing (e.g. Zoom) to shared VR spaces with high fidelity movement
tracking for remote collaboration and found that users’ behavior
in the shared VR space more closely matched behavior observed
during face-to-face interactions, whereas videoconferencing led
to an increased use of self-adaptor gestures, which are associated
with increased anxiety [101], and decreased deictic gestures (e.g.
pointing). They also found evidence that more effort was required
to maintain social connection in the videoconferencing condition.

Whole-body avatars have been shown to improve communica-
tion, presence, and usability in VR, and using them is somewhat
comparable to face-to-face interaction [26, 75, 91, 99]. Avatar ex-
pressiveness, embodiment, and naturalness are important factors
for collaboration in VR [9]. Wu et al. [106] compared a highly ex-
pressive VR system with detailed facial expressions and hand and
body tracking to a low expressive system with limited motion track-
ing, facial expressions, and controllers for the hands in a charades
task. They found that participants interacting with the highly ex-
pressive avatar felt higher social presence and attraction, and could
better perform a charades task. Freeman et al. [30] highlighted
the importance of avatar embodiment, realism, and naturalness in
facilitating virtual collaboration with others based on a series of
in-depth interviews with social VR users.

Collaboration in virtual reality continues to be an active research
field, with new approaches and applications [29, 54, 108]. However,
the significance of the non-verbal components, particularly hand
and finger motion, remains to be investigated.

2.2 Non-verbal Communication and Hand
Motions

In a group setting, both verbal and non-verbal communication serve
important roles. Verbal communication is often used to define and
order group tasks, determine how tasks will be completed, and
to talk about the group itself. Non-verbal communication, which
comprises between 70-93% of communication at any given time [69],
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contributes to the quality of relationships between group members
and serves to add meaning and emphasis to interactions [39].

While communication between individuals within VR can occur
over text, voice chat, icons, and cues [57, 60], an advantage of VR
for communication is that it enables expressive non-verbal interac-
tions such as facial expressions [45, 93], proxemics [17, 18, 41], and
gestures [15, 65]. Hand gestures in particular are an important part
of communication and an essential part of face-to-face dialogue. In
fact, individuals gesture even when their conversational partner
cannot see them, such as when talking on the phone [103]. Further-
more, research suggests that gesturing helps to facilitate thinking
[33], with studies finding that the rate of gesture increases when
speakers are describing a scene from memory or when individu-
als reason about problems [7, 24]. We also use gestures to convey
information to a listener. Gestures can substitute missing vocabu-
lary [10], help explain social structures [27], change the observer’s
perception of the individual [76, 100], or indicate deception [22, 25].

Because finger motions can be difficult to capture in real-time,
they are rarely considered in VR communication experiments [26],
even though research suggests they may influence comprehen-
sion and perceived personality [48]. Of particular importance are
gestures [32, 47, 68], but without hand tracking, gestures are con-
strained to what users can choose via interface or pantomime with
controllers, often without meaningful control [93]. Although there
has been evidence that the lack of detailed finger motion reduces
social presence and influences the perceived content of a conversa-
tion when watching virtual characters on a screen [5], only recently
are detailed gestures entering into immersive VR spaces, with few
works examining how they might matter in group VR settings.

2.3 Hand Tracking and Controllers in VR
Handheld controllers remain the standard for interactions in vir-
tual environments in many current applications [31]. However,
with hand tracking technology improving over recent years, there
has been a growing interest in research evaluating hand tracking
for interaction with virtual objects [8, 61]. Research suggests that
more natural interaction techniques, enabled by hand tracking, can
increase user enjoyment, presence, and embodiment even if perfor-
mance might be reduced [4, 62, 67, 74, 90]. In the absence of haptic
feedback when grasping, visual or auditory feedback can increase
performance and is generally preferred by users over not having
any feedback even in cases where it does not improve efficiency
[21, 55, 81, 98].

A few studies have directly compared hand tracking and VR
controllers [4, 37, 50, 62, 64, 96, 97]. However, all of them focus on
an individual’s interaction with objects, none of them investigate
effects during communication or in a collaborative setting as we do
in our study. In these studies, overall results point toward reaching
higher performance with controllers [4, 37, 50, 64], whereas hand
interaction is often preferred [50, 62, 97] and can result in higher
perceived ownership or embodiment [4, 62, 96].

In this work, we compare interactions via controllers, which
provide a fixed set of hand poses mapped to buttons, to interactions
allowing detailed gestures via tracked hand and finger motions
in a collaborative setting. We specifically want to investigate how

Table 1: The two independent variables and resulting experi-
mental conditions.

Interaction Controls
Hand Tracking VR Controller

Audio Audio HandsA ControllersA
Presence No Audio HandsNA ControllersNA

detailed finger motion, or the lack thereof, might influence commu-
nication in remote collaboration tasks in shared virtual spaces.

2.4 Evaluating Experiences and
Communication in VR

A major metric for evaluating experiences in VR is the sense of
presence, which is the “sense of being” within a virtual space [88].
Presence can be subdivided into three types: self presence, social
presence, and physical presence [43, 58, 85]. Self presence, the
feeling of embodying your virtual avatar, social presence, the feeling
that others also exist within the virtual space with you, and physical
presence, the sense of the environment being an actual space around
you, all play a critical role in inducing presence within VR [11, 13,
19, 58] and are often used as measures for VR research experiences.
In this study, we measure social presence, which can influence
satisfaction, enjoyment, attraction, and trust [42, 59], and is often
associated with positive communication outcomes [78]. Previous
work shows higher reported self and social presence and enjoyment
with intuitive controls over buttons and gamepads [6], though
indirect button input was still preferred for some actions [79].

The quality of communication in a group setting can influence
team cohesion. Team cohesion, also called team cohesiveness, is the
team members’ desire to remain in the group and their willingness
to work to accomplish the team’s goals [51]. Team cohesiveness
is a popular metric in determining team quality and is a predictor
of team performance and success [23, 28, 44, 102]. It has been used
to investigate the effects of computer mediated communication on
teamwork and group effectiveness. Torro et al. [94] found that team
cohesion was limited in social virtual reality, but that developing
VR technologies will likely soon mitigate these effects. Liszio et al.
[63] found that interactive social entities increase team cohesion in
a virtual environment. VR is also being proposed as a way to study
team cohesion and mental health for long-term space missions [83].

To assess participants’ workload we employ NASA’s Task Load
Index (TLX) [40], which is commonly used in VR research. Previous
work has indicated that VR [34, 35] and hand tracking [37] increase
mental task load, but these findings have not been investigated in
a collaborative environment.

3 Experimental Design
This study uses a 2x2 between-subjects design to evaluate the ef-
fects of the Interaction Control conditions, Hand Tracking and
VR Controller, and the Audio Presence conditions, Audio and No
Audio, (see Table 1) on social presence, perceived comprehension,
team cohesion, group synergy, and task workload. As behavioral
measures, we furthermore evaluate task performance and duration.
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3.1 Hypotheses
Our hypotheses are that more detailed hand motions as provided
in the hand tracking condition will increase social presence [5],
perceived comprehension [5], team cohesion, and task workload
[37] as compared to the VR Controller condition. Effects might
be more pronounced in the absence of audio. We do not expect
an effect of the type of interaction controls on group synergy as
previous works have not found that performance improves between
mediums [3, 53, 92] for intellective tasks as defined by McGrath
[66]. However, Potter and Balthazard [80] did find that virtual teams
produced less group synergy when compared to face-to-face teams.

For the influence of audio, we expect that the possibility to talk
will increase our measures except for task workload. So we hy-
pothesize that the presence of audio will increase social presence
[84], perceived comprehension, team cohesion, and group synergy
compared to the No Audio condition, and that it will reduce the
perceived task workload due to the added simple means of commu-
nication.

3.2 Participants
There were a total of 30 participants (15 dyads) for each condition
combination outlined in Table 1, for a total of 120 participants.
29% reported themselves as female, 70% as male, and 1% as other.
Participants’ ages ranged from 18 to 62 (𝑚𝑒𝑎𝑛 = 24, 𝑠𝑡𝑑 = 6.7).
Participants were recruited locally via flyers, hand-outs, e-mail,
Reddit, and word of mouth, with most being university students.
Participants were recruited individually. They were asked to sign up
for time slots and were not hindered from signing up for the same
time slot as someone they knew. The experiment was announced
as a group task. Conditions alternated and were assigned based
on the participants’ identification number, which were assigned
sequentially. The study was approved by Clemson University’s
Institutional Review Board (IRB).

3.3 Experimental Conditions
In this section we present the technical details and implementation
of our conditions.

3.3.1 Interaction Control Conditions. All participants wear a Meta
Quest 2 HMD. Participants in the VR Controller condition use the
Meta Quest 2 Touch controllers to interact within the VR scene.
Participants in the hand tracking condition use their own hands
tracked by Meta Quest 2’s markerless optical tracking [72]. While
the technology has limitations such as a small capture area and fur-
ther techniques exist [49, 104], we have designed the environment
and task of our experiment to encourage good quality tracking,
placing all objects within easy reach to promote motions where the
hands stay in the area with the highest tracking accuracy.

Both Interaction Control conditions use the native Meta Quest
2 tracking technologies, implemented in Unity 2020.3.34f1 with
Oculus’ Interaction SDK version 40.0 [95] and Oculus’ Legacy OVR-
Plugin [71]. The Mirror Networking for Unity package (version
66.0.9) manages the transmissions between a nearby desktop com-
puter (the server) and the participants’ HMDs. Each player saw
their own hands as represented by the Oculus Interaction SDK
package, virtual hands with motions that either closely mimic their

own hand movements for the Hand Tracking condition, or that are
selected from a series of common hand poses for the VR Controller
condition. The hand poses in the VR Controller condition are deter-
mined by the buttons being pressed or touched on the controller.
Sensors exist for the thumb button, index finger trigger, and mid-
dle/ring finger trigger, creating a total of 8 poses for the virtual
hands (see video). In the Hand Tracking condition participants can
grab items by pinching the item with their thumb and index finger.
Participants in the VR Controller condition press the thumb button
and the index finger trigger to grasp. The virtual hand makes a
similar pinching pose as in the Hand Tracking condition, see Figure
2. For all participants, audio feedback indicates whether they have
grasped or released an object as audio feedback is preferred to not
having audio feedback when grasping [20].

Figure 2: The virtual Astronaut hands. The “relaxed” (top)
and “grasping” (bottom) virtual hands as controlled by Hand
Tracking (left) and VR Controllers (right). In the Hand Track-
ing condition the virtual hand follows the users’ detailed
finger motions, in the VR Controller condition the poses are
pre-defined.

3.3.2 Audio Presence Conditions. All audio is emitted from the
built-in Meta Quest 2 HMD speakers. Vocal communication for the
Audio condition is transmitted using the Dissonance Voice Chat for
Mirror Networking Unity package (version 8.1.0). For dyads within
the Audio condition, the HMD’s internal microphones activate and
the participants can communicate vocally after they have entered
the multi-player environment. Dyads participating in the No Audio
condition must conduct all of their communication non-verbally.

3.4 The Astronaut Avatar
The virtual avatars within the shared virtual spaces are identical for
each participant. The full-body avatar is represented as an astronaut
with an opaque, reflective helmet on. Previous works show higher
usability when utilizing a full-body avatar [99], so inverse kine-
matics steered the avatar’s arms based on the hands’ positioning.
Additionally, the astronaut’s helmet rotates within a limit according
to the participant’s headset rotation. The avatars are standing, but
only their torsos and up are visible above the virtual table unless
participants lean far out of the operating space. These settings are
present in both the single and multi-player task phases.

Previous work has found that more realistic hand representations
create a higher sense of body ownership [61], but that a mismatch
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between the gender of the participant and their virtual hand can
cause reduced presence [86], and that a race mismatch can alter
body ownership and behavior [52]. The astronaut avatar is neu-
tral and appropriate for all participants and it fits the task setting
(described in Section 3.5).

The participants’ virtual astronaut hands are each rendered twice,
once locally for their own viewing, and again on the server for their
partner to see. Both sets of virtual hands display the same motions
at all times and are scaled to match the participants’ own hand size.
Due to inverse kinematics constraints, the avatar hands can pull
away from the arms if the player reaches far, as the avatar’s torso
does not move. Thus, all items were placed close to the players to
limit this behavior.

3.5 Scenario: NASA’s Survival on the Moon Task
Participants are placed into a virtual scene designed around NASA’s
Survival on the Moon task (see Figure 1). In this scenario, partic-
ipants have crash-landed on the moon 200 miles from their ren-
dezvous point with a mother ship. Their survival depends on reach-
ing the mother ship. Participants must rank 15 items scavenged
from their ship (e.g., a box of matches, tanks of oxygen, flare gun,
stellar map, etc.) in order of importance to their survival of the
200-mile trip. The virtual environment is set on the moon, with
miniature virtual models of the items to be ranked placed on a
table in front of them in the same order for all participants, visible
in Figure 3. The mini items’ descriptions appear when the item is
being grasped. Real-size models of the items are visible in the near
distance with their descriptions always hovering above them (see
Figure 1). The table has 15 slots for items, ordered by importance.
The miniature items snap into place and the slot changes color to
indicate it is occupied.

Figure 3: The table and operating space where participants
place the items in order of importance in the multi-player
phase. Here, in the multi-player phase, the items are dis-
tributed to either side of the table. Participants are randomly
placed on either side of the table and remain on that side for
both phases.

3.6 Procedure
Two participants are welcomed concurrently by two researchers
into separate laboratory spaces. They are asked to complete and
sign consent and cybersickness forms. Participants must consent to
allow their data to be used in the study and pass all cybersickness
checks to be qualified to continue. If there are no disqualifiers among

either participant they fill out a demographics questionnaire on a
nearby desktop computer. The researcher measures the participants’
interpupillary distance (IPD) using the GlassesOn mobile app [1],
then presents the scenario description and instructions on a piece
of paper. While participants review the scenario, the researchers
adjust the HMD to their IPD. Once participants have reviewed
and confirmed their understanding of the scenario, the researchers
instruct them on how to grasp and manipulate the virtual items, as
described in Section 3.3.1. Finally, the participants are shown to their
respective VR station and are aided in putting on and adjusting the
HMD. Participants remain seated for the duration of the scenario.
They are guided on how to open the Moon application and how to
input their participant number. Once they have done so they are
now present within the virtual moon environment in the single-
player phase. The items appear on the same side of the table as
the participant. Each participant first ranks the items individually
by placing them onto the ranked spaces within individual scenes
without seeing or communicating with their partner. Participants
are directed to rank the items based on their textual names, as in the
original NASA scenario, and not based on their visual appearance.

Once participants have ranked the items individually, they press
a virtual button and are then placed into the multi-player envi-
ronment. This environment is identical to the single-player envi-
ronment, except that the virtual items do not appear until both
players have entered the scene. Players would wait an average of
213 seconds (std = 189s, median = 161s, min = 6s, max = 850s) for
their partner to join them in the multi-player environment. When
both participants are in the multi-player phase, they can see each
other’s astronaut avatar and, if in the Audio condition, speak with
one another through the HMD’s microphone and speakers. They
are then asked to collaboratively negotiate and discuss which scav-
enged items are the most important to their survival. They rank the
items accordingly by picking up the items and placing them into
ranked item spaces. Both participants can interact with all scav-
enged items, though only one hand may grasp one item at a time.
If items leave the operating space above the table they reappear in
their original positions so that an item may not be lost. There are
no time restrictions on either phase of the task.

After completing the VR phase of the experiment, participants
are asked to fill out the post-experiment questionnaire (see Sec-
tion 3.7 and Table 2) on the nearby desktop computers. Finally, each
participant is invited to a debrief together in an adjacent laboratory
space. They are told their individual and group scores as compared
to expert rankings, and awarded a $5 incentive card.

3.7 Measures
In this study, we evaluate social presence, perceived comprehen-
sion, team cohesion, group synergy, task workload, as well as task
performance and duration. The detailed survey questions for the
subjective measures are listed in Table 2.

3.7.1 Social Presence & Perceived Comprehension. Social Presence
is measured with Nowak and Biocca’s [77] measure of social pres-
ence, originally sourced from Short et al [89].

Biocca et al’s Networked Minds Social Presence Inventory [12,
13] includes a measure of perceived comprehension that we use
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for this study. Accurate comprehension implies effective communi-
cation and will likely be affected by Interaction Controls. Both of
these measures use 7-pt Likert scales.

3.7.2 Team Cohesion. Our measurement of team cohesion is based
on Michalisin et al. [73]. They define a 5-pt Likert team cohesion
assessment (see Table 2) that focuses on good working relationships,
high contribution levels, and shared commitment to completing
the group task.

3.7.3 Performance &Group Synergy. NASA’s Survival on theMoon
task provides expert item rankings, with a rationale for each item.
These rankings act as an answer key and are provided to partici-
pants during the post-experiment debrief. Participants’ individual
and group rankings are scored compared to NASA’s solution. A
lower score indicates better task performance in a range from 0 to
112. Participants’ ranking scores are compared to produce weak and
strong group synergy scores, which are measures of the group’s
gain in performance compared to the individuals’ [56, 70].

3.7.4 Task Workload. Participants’ workload is measured using
NASA’s Task Load Index (TLX) [40]. Harris et al. [38] recently
developed and validated an updated version of the index designed
for VR. All questions are asked on a 1-10 rating or as a choice
between two factors.

4 Results
Data for all measures were found to be significantly non-normal
using Shapiro-Wilk normality test, and thus no parametric assump-
tions are met. Due to this, we use a robust two-way independent
ANOVA on trimmed means (t2way in R) to conduct analysis on
all metrics [105]. The corresponding post-hoc test for a two-way
ANOVA based on trimmed means (mcp2atm in R) was performed
for interaction effects. Test statistics, p-values, means, and standard
deviations are provided in Table 2.

4.1 Social Presence, Perceived Comprehension,
Team Cohesion

A significant main effect of Audio Presence was found for Social
Presence (𝑄 = 6.01, 𝑝 < 0.05), Perceived Comprehension (𝑄 =

31.14, 𝑝 < 0.001), and Team Cohesion (𝑄 = 4.96, 𝑝 < 0.05), visible
in Figure 4. Participants who could speak with one another in
the Audio condition reported higher social presence, perceived
comprehension, and team cohesion as opposed to participants in
the No Audio condition. No effects of Interaction Control were
found for these measures.

4.2 Performance, Synergy, and Task Duration
Performance is measured as the accuracy of the item rankings when
compared to NASA experts’ rankings. The absolute differences of
each item’s ranking, compared to its official NASA ranking, are
summed as a performance score. A lower score indicates better
performance. Scores were recorded as individual scores (𝑚𝑒𝑎𝑛 =

40.95, 𝑠𝑡𝑑 = 11.02) and group scores (𝑚𝑒𝑎𝑛 = 38.4, 𝑠𝑡𝑑 = 10.86);
there were no significant effects on performance of either the Inter-
action Control or Audio Presence. We did not expect a significant

impact of either condition on performance; performance metrics
are present to enable calculation of Group Synergy.

Group synergy was calculated as two factors: Weak Synergy
and Strong Synergy, as in Meslec and Curşeu’s [70] investigation
of group synergy when using the Survival on the Moon Task (de-
scribed in Section 3.5). Weak Synergy is computed as the difference
between the group’s score and the mean of the pair’s individual
scores. Strong Synergy is the difference between the group score
and the best performing individual’s. Lower synergy calculations
indicate better synergy due to lower performance scores being the
better scores.

A significant main effect of Audio Presence was present for
Strong Synergy (𝑄 = 9.29, 𝑝 < 0.01). For this case, participants in
the No Audio condition who could not speak to one another during
the scenario’s multi-player phase showed lower group Synergy
than participants in the Audio condition (Figure 4).

A similar result of Audio Presence was found for Group Duration
(𝑄 = 15.72, 𝑝 < 0.001). Groups who could verbally communicate
with each another took a significantly longer amount of time to
complete the task.

4.3 Task Workload
The adjusted task workloads were calculated by multiplying the
task demand (TLX 1-6, see Table 2) by weights determined by each
participant, which are the summed cumulative score derived from
the 15 comparisons between demand dimensions.

Significant main effects of both independent variables, Interac-
tion Control (𝑄 = 4.91, 𝑝 < 0.05) and Audio Presence (𝑄 = 7.12, 𝑝 <

0.05), were present for Effort Workload (TLX5: How hard did you
have to work to accomplish your level of performance in the overall
experience?). Participants who could not speak to one another (No
Audio) reported a lower Effort Workload, while participants using
the VR Controllers reported a higher Effort Workload, as visualized
in Figure 4.

Additionally, a significant interaction effect (𝑄 = 6.22, 𝑝 < 0.05)
was present between the Interaction Controls and Audio Presence
for Mental Workload (TLX1: How mentally demanding was the
overall experience?) as seen in Figure 5. Post-hoc testing revealed
that VR Controllers resulted in significantly lower MentalWorkload
when compared to Hand Tracking in the No Audio condition (𝜓 =

−10.89, 𝑝 < 0.05), but showed no significant difference on Mental
Workload between Interaction Controls in the Audio condition.

4.4 Qualitative Feedback
As the last question of the post-experiment questionnaire, partic-
ipants were asked to provide feedback on their experience. Two
participants using VR Controllers without an Audio channel indi-
cated that having an audio channel would “help”with “articulat[ing]
... certain reasonings for choices,” while a third participant in the
same condition expressed a desire for a “thumbs up sign” to help
communication. No participants using Hand Tracking indicated
similar desires.

5 Discussion and Limitations
The results confirm our hypotheses that the possibility to speak
or not (Audio or No Audio) increases social presence, perceived
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Figure 4: Significant results for Social Presence, Perceived Comprehension, Team Cohesion, Effort Workload (TLX5), Group
Duration, and Strong Synergy. Lower synergy values indicate better group synergy.

Figure 5: Significant Interaction Effect for Mental Workload
(TLX1).

comprehension, and team cohesion. It is not surprising that being
able to verbally communicate improves perceived comprehension.
Being able to speak is closer to real-world, face-to-face experiences,
and verbal communication itself is a rich communication channel.
Our results also align with previous work that found that more
face-to-face-like experiences can foster greater social presence and
team cohesion [84].

Contrary to our expectations, the presence of audio was associ-
ated with an increase in perceived task workload, specifically Effort
Workload (“How hard did you have towork to accomplish your level
of performance in the overall experience?”). One explanation could
be that the inclusion of audio allowed for extensive discussions,
which is supported by the significantly longer group duration in the
Audio condition. In the absence of voice communication, individu-
als might have been more inclined to accept their partner’s choices,
since communicating the reasoning behind their own choices may
have been too difficult or impossible without using words. As one
participant remarked, “without voice communication, it is some-
what difficult to articulate the intricacies behind certain reasonings

for choices.” However, in the Audio condition, participants may
have engaged in more negotiation efforts, potentially resulting in
an elevated sense of effort.

We did not find evidence that Audio improved group synergy.
Surprisingly, results showed that the Audio condition was detri-
mental to strong synergy (the difference between the group score
and the best-performing individual’s score) compared to the No
Audio condition. We postulate that the presence of the audio chan-
nel allowed for further negotiation and discussion between the
participants, but it is unclear why the enhanced ability to reason
and negotiate diminished the group performance.

We did not find evidence that Interaction Controls (Hand Track-
ing vs. Controllers) affected Social Presence, Perceived Compre-
hension, or Team Cohesion. Results from Adkins et al. [5] show a
decrease in perceived comprehension and in social presence when
hand motions are missing, but show no such effect when hand
motions are merely less accurate. Based on this previous work we
can assume that the hand motions generated by the controllers,
while not being as accurate as tracked hand motions, are enough to
create a similar level of perceived comprehension, social presence,
and team cohesion in our scenario.

Interestingly, Hand Tracking resulted in lower perceived Effort
Workload compared to VR controllers, contradicting our hypothesis.
Previous work is not fully consistent when it comes to workload
using hand tracking and controllers [37, 96]. One explanation would
be that the effect depends on the exact task and implementation.
In our study, participants communicated with one another, often
using their hands to indicate and perform other gestures. Our Hand
Tracking condition facilitated more natural gesturing, which may
have led to lower perceived effort, since one does not need to press
specific combinations of buttons to achieve certain gestures, as in
the Controllers condition. Furthermore, the hand tracking on the
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Table 2: Questionnaire and main results. Values from questions marked with (R) were reversed before analysis. Shorthands used are as follows:
IC: Interaction Control, AP: Audio Presence, HT: Hand-Tracking, VC: VR Controllers, A: Audio, NA: No Audio

Measure Question Scale Statistical Values Results Mean, Std.

Social
Presence
- Mean of SP1 - SP6
- 7pt Likert
- Nowak & Biocca [77]

SP1. To what extent did you feel able to assess your part-
ner’s reactions to what you said?

Not able to assess reactions
- Able to assess reactions

Audio Presence:
𝑄 = 6.01, 𝑝 < 0.05 A > NA A: (4.43, 0.9)

NA: (3.92, 1.16)

SP2. To what extent was this like a face-to-face meeting? Not like face-to-face at all -
A lot like face-to-face

SP3. To what extent was this like you were in the same
room with the virtual character?

Not like being in the same
room at all - A lot like being
in the same room

SP4. To what extent did the virtual character seem “real?” Not real at all - Very real
SP5. How likely is it that you would choose to use this
system of interaction for a meeting in which you wanted
to persuade others of something?

Not likely at all
- Very likely

SP6. To what extent did you feel you could get to know
someone that you met only through this system? Not at all - Very well

Perceived
Comprehension
- Mean of PC1 - PC6
- 7pt Likert
- Biocca & Harms [12]

PC1. I was able to communicate my intentions clearly to
my partner.

Strongly disagree -
Strongly agree

Audio Presence:
𝑄 = 31.14, 𝑝 < 0.001 A > NA A: (6.47, 0.51)

NA: (5.31, 1.22)

PC2. My thoughts were clear to my partner.
PC3. I was able to understand what my partner meant.
PC4. My partner was able to communicate their intents
clearly to me.
PC5. My partner’s thoughts were clear to me.
PC6. My partner was able to understand what I meant.

Team
Cohesion
- Mean of TC1 - TC6
- 5pt Likert
- Michalisin et al. [73]

TC1. I enjoyed working with my teammates.

Strongly disagree -
Strongly agree

Audio Presence:
𝑄 = 4.96, 𝑝 < 0.05 A > NA A: (4.73, 0.35)

NA: (4.55, 0.49)

TC2. I wish I were on a different team. (R)
TC3. The team worked well together.
TC4. Everyone contributed to the discussion.
TC5. The team wasted a lot of time. (R)
TC6. I trust that my teammates will do their fair share of
the work.

NASA’s Task Load
Index
- 10pt Likert Weighted
- Harris et al. [38]

TLX1. How mentally demanding was the overall
experience?

Low - High
(lower is better)

Interaction Effect
(IC x AP):
𝑄 = 6.22, 𝑝 < 0.05

HT,NA >

VC,NA

HT,A: (12.63, 8.59)
HT,NA: (17.4, 12.41)
VC,A: (16.3, 10.48)
VC,NA: (12.13, 10.2)

TLX2. How physically demanding was the overall experi-
ence? (1.32, 2.29)

TLX3. How hurried or rushed was the pace of the overall
experience? (6.6, 6.43)

TLX4. How successful were you in accomplishing what
you were asked to do in the overall experience? (30.72, 12.65)

TLX5. How hard did you have to work to accomplish your
level of performance in the overall experience?

Interaction Control:
𝑄 = 4.91, 𝑝 < 0.05
Audio Presence:
𝑄 = 7.12, 𝑝 < 0.05

HT < VC
NA < A

HT: (10.83, 8.05)
VC: (13.9, 10.22)
A: (14.03, 9.77)
NA: (10.7, 8.54)

TLX6. How insecure, discouraged, irritated, stressed and
annoyed were you with the overall experience? (2.83, 5.11)

Additional
Measures

Individual Score 0 (best) - 112 (worst) (40.95, 11.02)
Group Score (38.4, 10.86)
Weak Synergy

(lower is better)
(-2.55, 7.59)

Strong Synergy Audio Presence:
𝑄 = 9.29, 𝑝 < 0.01

NA < A A: (4.47, 8)
NA: (2.13, 9.14)

Individual Duration
Time (seconds)

(366.36, 218.4)

Group Duration Audio Presence:
𝑄 = 15.72, 𝑝 < 0.001

NA < A A: (394, 178.45)
NA: (279.45, 135.7)

Meta Quest 2 uses modern hand tracking techniques without the
need for additional hardware, such as gloves, thus reducing the
extra effort that older hand tracking technologies may have induced.
Other tasks, such as virtual grasping or precise object interaction,
might be more difficult to perform via hand tracking, so using VR
controllers could require less effort in those cases.

When examining Mental Workload (“How mentally demanding
was the overall experience?”) we found a noteworthy interaction
effect. Participants reported lower Mental Workload when using
VR Controllers compared to Hand Tracking, but only in the absence
of audio communication. Due to the gestural freedom afforded by
hand tracking, participants may have been more intentional in

how they gestured in an attempt to effectively communicate with
their partners when lacking an audio channel. Conversely, having
limited gestural options in the VR Controller condition may be
analogous to having fewer decisions to make (the scope of possible
gestures is muchmore limited), and thusmay have beenwhyMental
Workload was lower when communication was limited to gesturing
only. Although previous research suggests that gestures can serve
as cognitive aids for verbal communication [33], it may have been
unnatural and challenging for participants to gesture without the
simultaneous ability to speak.
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Several limitations should be noted in our study. The avatars
used lacked realism and facial expressions, potentially impacting so-
cial presence and communication. While we animated the avatar’s
arm movement, hand movement, and head rotation to match that
of the users, the rest of the body remained static. Perhaps the use of
avatars that allow for more expressive movement would have led
to slightly different results for social presence and communication
performance, as previous research suggests [106]. Moreover, our
task primarily involved manipulating virtual items, potentially di-
verting participants’ focus from their partner’s movements. Tasks
demandingmore deictic and iconic gesturesmight reveal differences
between interaction control methods more prominently. Exploring
diverse tasks with varying communication demands could offer a
more comprehensive understanding of the effects of interaction
controls on collaboration. Additionally, the physical motions of
participants’ gestures were not measured within this study. An
investigation into the frequency and types of motions used when
communicating during the scenario may have yielded informative
results.

Another limitation is that our study was not gender balanced,
with 70% of participants identifying as male, 29% as female, and 1%
reported as other, and most of the participants were in their 20s.
This imbalance might limit the generalizability of the results of our
study, since research indicates that, for example, gender can affect
negotiation and collaboration strategies in virtual environments
[82, 107]. Finally, how well participants know each other might
also influence results. We asked participants to report how well
they knew the other participant on a scale from 1-5 (“not at all”
to “very well”). 48.3% of participants reported not knowing their
partner at all, whereas 15% somewhat agreed and 30% strongly
agreed with the statement of knowing their teammate very well
before the experiment.

While our study allowed participants to directly sign up for time
slots and therefore did not control how pairs were formed, it would
be interesting to purposefully form pairs based on gender and based
on how well participants know each other to gain further insights
on these variables. Of course, a generally broader population of
participants, including a broader age distribution, the inclusion
of members of the disability community, and a broader range of
educational and cultural backgrounds would also be desirable and
interesting to investigate.

6 Conclusion
In this study, we investigated the consequences of employing differ-
ent Interaction Control systems, Hand Tracking and VR Controllers,
in a collaborative virtual environment. We implemented NASA’s
Survival on the Moon teamwork evaluation exercise and examined
the impact of these controls in the presence and absence of audio
communication.

Our findings revealed limited differences in interaction controls,
which might indicate that the hand motions enabled by controllers
are sufficiently detailed for the type of collaborative task we tested.
We did find a surprising decrease in perceived effort workload with
Hand Tracking, contrary to our expectations. Not surprisingly, the
presence of audio communication lead to significant positive effects,
increasing social presence, perceived comprehension, and team

cohesion. However, adding audio communication also increased
perceived effort workload and negatively impacted group synergy
and group task duration. A notable interaction effect emerged,
where Hand Tracking without audio led to higher perceived mental
workload compared to VR Controllers in similar conditions.

In conclusion, audio communication proves crucial for a robust
collaborative VR experience. Our results also suggest that hand
tracking and VR controllers are not significantly different in most
aspects in a collaborative task that involves interaction with ob-
jects and communication with another person. Future work could
explore the use of more realistic self-avatars, experiment with sce-
narios where the communicative aspects are more prominent, or
examine further variables such as how the communicative partner
is perceived or how gestures might differ between types of input
devices.
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